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Abstract: The solutions of urban vehicle traffic problems imply the description of the system, the 
evaluation of its behaviour, the control algorithm design and implementation. For better results, 
the traffic control system  must be enhanced with an advisor, able to communicate via mobile 
phones with the drivers, for providing best route information and acting as a primary traffic 
formatter. In the paper a real-time control and information system for urban traffic is presented. 
The control part uses a two levels structure connecting controllers and supervisors. The 
controllers implement extended state machine. The supervisors implement an algorithm that 
negotiates the granted rates of the car flows using their prices. The goal of the research is to 
obtain a control system that is able to adapt to the significant changing of the vehicle traffic 
characteristics, to increase the system throughput and to avoid or delay congestions. The 
information part uses different  routing algorithms and provides best route information for the 
drivers. 
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1. INTRODUCTION 

Vehicle traffic control becomes important with 
the increase of  the number of participants (i.e. 
cars). Vehicle traffic control is divided into 
urban traffic control  and road traffic control [5], 
[11]. The difficulties in solving the problems of 
traffic routing and control are given by the 
continuous (and significant) variation of the 
characteristics and parameters of the traffic. 
These depend on the period of the day and on 
the days (working or holiday).  So, it is difficult 
to find one model that describes completely the 

entire system during a long period of time. 
Instead of this, a set of models that depends on 
the time can be used.  

The continuous modification of the 
characteristics and parameters of the traffic 
implies the change of the control algorithms 
with those that are most appropriate for the 
current situation.   

The activities involved by this research include 
the design of the information system, the traffic 
control system and the traffic surveillance 
system for a medium size town. This implies: 
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the congestion prediction and avoidance, the 
control of the traffic lights, the best route advice, 
the dynamic route guidance, the estimation of 
the arrival times etc. 

To get these aims, the following were achieved: 
• the models of crossroads and of the traffic 

system [12]; 
• the adaptation of the models to continuous 

system changes [13]; 
• the evaluation of the performances of the 

control algorithms [7] to be able to choose 
the best algorithm  

• the best control algorithms according to 
different situations. 

Besides the control of the colour of the traffic 
lights that determines the system behaviour, 
route planners give detailed instructions on the 
sequence of roads to be followed in order to 
reach a particular destination. The information 
may be presented via mobile data services and 
may include: 

• advisory related to the best route taking into 
account the minimum time, minimum 
distance or a combination criteria of these 
two; 

• the expected arrival time at destination; 
• warnings about current jamming etc. 

For solving these problems, a hierarchical 
architecture is proposed. The R-T Information 
and Control System general structure [14], is 
presented in Fig. 1. 

 

2. THE R-T CONTROL SYSTEM 
 

2.1 State of the art 
 
The traffic signal control is often considered as 
being a part of the intelligent transportation 
system. The U.S. Department of Transportation 
considers that the traffic signal control systems 
control signal timing at individual signal 
controllers to coordinate the traffic flow. In the 
most advanced systems, traffic flow information 
is used as input data by algorithms in traffic 
control programs which automatically adjust 
signal timing plans in response to current traffic 
demand [26]. 

In [4] is proposed a solution for solving the 
problem of vehicle traffic control using timed 
Petri nets to model the urban areas and an 
optimiser module to improve the overall 
performance. Sensor signals about vehicle  

arrivals and departures plus intermediate 
information on the controlled urban area are 
considered as input events for an observer 
(implemented by the timed Petri net) subsystem. 
The optimiser uses the information furnished by 
observers to determine the references of the 
local controllers. The architectures of the vehicle 
traffic control are usually decomposed on two or 
more levels. The upper level is implied by the 
necessity to solve the conflicts between the 
controllers from the lower level. The 
hierarchical structure solves the coordination 
problem between neighbour intersections, but 
fails on the general purpose of the system. The 
urban vehicle traffic is a large-scale system. So, 
one of the most difficult problems to be solved 
at the upper level is the consistency of the global 
data [2] or the state obtained by supervisor. The 
controllers from the low level could implement 
different types of algorithms [13].  

 
2.2 The modelling of the urban traffic 
 
Many types of models of vehicle traffic have 
been constructed. Some of them concern with 
the one-dimensional vehicle flow on a road 
without intersections. Other models extend the 
previous on a two-dimensional space taking into 
account the effect of intersections, traffic lights, 
coupling the traffic in different directions, 
turning cars, etc. Some of the models predict the 
traffic jams [16] when a critical density is 
reached. Another use of the models is for the 
congestions prediction. Modelling and 
simulation play an important role in 
optimisation of traffic flow [10]. 

Other models of traffic systems are based on the 
assumption of stationarity. This assumption has 
been acceptable for many applications like city 
planning. It does not allow simulating certain 
characteristics of traffic systems such as heavily 
congested urban road networks. Phenomena 
such as the formation and dispersion of queues 
are relevant and cannot be reproduced by static 
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Fig. 1. The general structure  of RTICS 
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models. Some research efforts in traffic 
modelling have been focused on the modelling 
of dynamic behaviour of the several components 
making up a traffic system. Micro-simulation 
models [22] have usually been used in research 
applications and less in planning applications 
due to the increase of computer power 
requirements. 

In [10] are presented three types of 
mathematical models used in vehicle traffic 
simulation. They are based on: ordinary 
dynamic equations, fluid dynamic equations and 
equations of kinetic type. 

The microscopic models or car models model 
the response of individual vehicles to their 
predecessor by ordinary differential equations 
based on Newton law. Macroscopic models are 
based on fluid dynamic equations. 

Kinetic models could be considered as being 
situated between the previous two [3]. They are 
based on Boltzman type kinetic equations. 
Compared to microscopic models, the 
computation time is strongly decreased. Such 
models treat the acceleration of the vehicles by 
means of heuristic relaxation term or by kinetic 
description. The macroscopic models use 
distribution function to describe the number of 
vehicles with certain location and speed at a 
time. 

Cellular automata models [22], [16] for the 
traffic flow are derived in analogy to lattice gas 
automata in gas dynamics. This type of models 
simplifies the behaviour of the drivers 
extremely. The vehicles are described by 
discrete lattice points and discrete speed. 

Tadaki et al. [21] model traffic flow using a 
coupled map. Each driver controls the 
acceleration of his car under the stimuli of the 
headway distance or relative velocity to the 
preceding car. In traditional car-following 
models, the delay in response to the traffic 
stimuli is introduced by hand. The delay of 
acceleration will be naturally introduced, if the 
motions of the cars are described by second 
order differential equations of the position of 
cars. Instead of using differential equations, a 
discrete-time model is used, so that this 

approach is highly suitable for computer 
simulations. For making the model applicable to 
several realistic traffic situations, open boundary 
systems and multi-lane roads are transformed to 
a coupled-map form by time discretisation. 

Dia [6] presents a neural network model for 
freeway incident detection. In order to train the 
neural network to perform incident detection 
samples of input detector data (speed, flow and 
occupancy) and output states for both incident 
and incident-free conditions should be used. 
Therefore, the data required should at least have 
a description of the state of traffic along the 
freeway in addition to detector data comprising 
traffic flow measurements at regular time 
intervals for each detector station. 

The discrete event models represent the queues 
of the cars waiting to cross the intersections, the 
traffic light events and the events produced by 
cars.  

To solve the traffic control problem [20] 
propose the hierarchical optimization for linear 
systems with quadratic cost function. Such 
method solves the problem only when the 
system is in the normal parameters of the traffic 
and it ignores the variable times to collect the 
date (i.e. to build the state of the controlled 
system). More recent is the adaptive solution of 
the traffic control [19].  

 

2.3 Traffic models 
 
The street traffic models are based on the 
following elements: crossroads and streets. The 
core of these models is the crossroad.  
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Fig. 2. The crossroad of two streets 
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There are many types of crossroads . 

Fig. 2 represents a crossroad of two streets each 
of them having four lanes. The cars can be 
driven on the three directions: left, right or 
forward. The traffic is controlled by traffic lights 
(SiL, SiF, SiR for left, forward and right, where i 
=1..4). The duration of the green colour of a 
traffic light on a direction Di for a specified lane 
is denoted by βi. That expresses the maximum 
number of cars from the lane that crosses the 
intersection during a cycle. The sum of the green 
colour durations of all traffic lights of a 
crossroad can be fixed or variable.  

 Fig. 3 represents the the buffers of the 
crossroad. The symbols λiL, λiF, λiR denote the 
input rates (numbers of cars entering on a buffer 
during a cycle). For a buffer, Markov chain can 
be constructed as that represented in Fig. 4. 
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The condition to avoid the accumulation of 
the cars is qi<1 or λi< βi. 

If λi > βi during a period the accumulating 
occurs that could lead to overflow. 

From (5) (for qi<1) the following relations 
can be obtained:  
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 Such model can be used to determine the 
maximum green colour duration without 
overflowing the next crossroad capacities.  

The traffic model includes intersections that 
have inputs and outputs denoted by the 
following rules: 

• each character represents the number of 
buffers on the input of that direction; 

• after the slash each number represents the 
number of the outputs of that direction. 

For example, 3323/1123 means the following:  
• there is a crossroad of 4 streets;  
• the first and the second street have 3 input 

buffers and one output;  
• the third has 2 input buffers and 2 outputs;  
• the last has 3 input buffers and 3 outputs. 

 Using this notation the traffic system can be 
represented as in Fig. 5 making the links 
between intersections. 
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Singh and Titli [20] proposes for normal flow 
rates the model of an intersection as depicted in 
(7):  

The variables as the following meanings: 
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where: u is the input vector representing the 
input rates; x is the state vector representing the 
waiting queues; y is the output vector 
representing the output rates of different lanes; δ 
is the delay introduced by the distance between 
intersections.  

The matrices A, B and C have the appropriate 
dimensions. This model works only around a 
steady point. The control concerns the reducing 
(eliminating) of the deviation of the state vector 
(i.e. the waiting queues).  

Such linear model has a disadvantage on solving 
the problem only for normal traffic. 

A model taking into account the non-linearity of 
the traffic around an intersection is proposed. A 
waiting queue having xi(k) cars and the βi the 
transfer capacity (number of cars) for the current 
cycle is considered. At the end of the cycle, the 
waiting queue contains xi(k+1) cars and yi(k) 
cars went out.  

The model that is given by the following 
relations: 
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βi represents the transfer capacity of the lane for 
the specified duration (i.e. cycle) that is given to 
controller by the upper level. 

This model is extended to all the lanes of the 
intersection. The duration (periods) of the colour 
cycles should be the same for all the 

This model is extended to all the lanes of the 
intersections; otherwise the sequential usage of 
this model could lead to an unacceptable 
deviation from the real situation. Because that is 
not a realistic constraint, another more 
reasonable one is proposed. All the intersections 
have the period of the cycle a multiple of a fixed 
duration τ called sub-cycle. The green colour of 
each lane is given (planned) related to this 
duration. In this case, it is accepted that a lane is 
open during a cycle in more than one sub-cycle. 
The system is modelled with the time step given 
by τ time units.  For the usage of the model an 
object model of the traffic control system is 
developed. The previous model is enhanced with 
a simple controller that applies the specified 
opening duration. 

When the distance between intersections leads 
to significant delays of the car arrivals to the 
next intersection, this can be modelled by 
introducing fictive intersections (without 
crossroad) that are not open during a sub-cycle 
(of duration τ) but having the maximum transfer 
capacity on the next sub-cycle. The model 
precision of temporal approximation of the 
traffic system is given by τ.  

 
2.4 The  controllers 
 
For the control, a hierarchical  two level 
architecture is used. Two types of control 
structures are proposed: a centralised structure 
and a distributed structure. Depending on the 

structure type, different control algorithms are 
implemented. 
 

2.4.1 The centralized control structure 
 
A centralized two level control architecture is 
presented in Fig. 6. 

The supervisor is a client (program) that asks the 
distributed controllers (considered as server 
programs) to perform some services as: 
• send information about the intersection state 

and throughput 
• apply a specified control algorithm with the 

given parameters  

The supervisor has to solve a problem of 
resource allocation in a large scale system, [8]. 

The supervisor performs the following: 
• adapts the system model to the current 

situation taking into account the information 
continuously received from the controllers  

• using the models and an optimisation 
algorithm (in our case we propose a hybrid 

Supervisor 

Controller 1 Controller n 

Traffic light 
sensors 

Traffic light 
sensors 

Fig. 6. The centralized architecture 
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genetic algorithm) it tries to get the best 
suited control algorithm for each 
intersection (the algorithm parameters are 
determined too) - this activity is performed 
off line 

• evaluates the intersections capacity 
utilisation and the system throughput 

• simulates the system behaviour using other 
algorithms with the aim to change the 
current algorithms to improve the traffic 
system behaviour 

• predicts and determines the traffic 
congestion analysing the violation of 
constraints. 

• solves the congestion using (artificial 
intelligence) rules without taking into 
account the system performances 

• stores information about traffic with the 
aims for further evaluation and analysis. 

To determine the control algorithm parameters 
was used a genetic algorithm. Each gene of the 
chromosome codes the duration of the green 
light (i.e. the transfer capacity of lanes) during a 
sub-cycle. The fitness function appreciates the 
transfer capacities of the intersections, but 
penalises the buffer overflow and the maximum 
delay to cross an intersection. 

The Petri net model of the supervisor is 
presented in Fig. 7. The significance of 
transitions is: t0 – the supervisor starts the 
activities; t1 – sends messages to the controllers; 
t2 –  it receives the message from controllers or 
the waiting time has expired; t3 – it reads the 
messages and updates the traffic model; t4 – it 
starts the GA to find better control algorithms; t5 
– it builds a chromosome and evaluates the 
solution; t6 – updating the population; t7 – 
because the time expires or it gets a desired 
solution it sends to controllers the new control 
algorithms and their parameters; t8 – it receives 
the acknowledgment from the controllers, or the 
waiting time has expired; t9 – sending the 
updating model to the UDAS. 

In Fig. 8 the subnet 1 structure is in detail 
presented. The significance of the transitions is: 
t’

1 – building different threads for each 
controller; t1i – the supervisor sends the 
corresponding message to the controller i 
(i=1,..,n). 

The controller Petri net model is presented in 
Fig. 9. Three threads of executions are 
constructed for different sets of activities 
implementation. 

The significance of places and transitions is: p0 
– initial state; t0 – building the threads for 
controller; p1 – thread_0 waits to receive a 
message from supervisor; t1 – thread_0 reads the 
message; t2 – if the supervisor requests state 
information, the controller sends it; t3 – if the 
supervisor requests to change the controller 
algorithm the controller performs it; t4 – the 
controller updates the parameters of the 
controller algorithm; p4 – the thread_1 waits for 
a car to enter or to exit; t5 – cars enter or exit 
from crossroad; t6 – the thread_1 updates the 

Fig. 8. The Petri Net of the subnet 1 
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state information of the controller; p7 – the 
thread_2 waits (for time event) to execute the 
control algorithm; t7 – the chosen control 
algorithm is started; t8 – it calculates and applies 
the commands to traffic lights; t9 – the current 
control algorithm is finished. 

2.4.2 The distributed control structure 

Many cars enter or exit the traffic inside the 
towns because they were or should be parked. In 
this case, the usage of the global states of the 
system is difficult since the current number of 
cars couldn’t be known with a sufficient 
approximation. For this reason, the information 
given by the state is extended with the car flows 
to increase the precision of the proposed control 
method. When the input flows of a crossroads 
are larger than the output flows, an 
accumulation of cars waiting to cross it appears. 
If this exceeds the capacities of the lanes, the 
neighbour crossroads are blocked. The 
phenomenon extends quickly to the other 
crossroads, so the entire vehicle traffic system is 
congested.  

The main idea of our research is to avoid the 
congestions by imposing flow rates through 
crossroads that don’t allow the increasing of the 
length of the queue over the lanes capacities. 

To control the traffic in a city neighbourhood, it 
is decomposed in a number of areas [15]. Each 
crossroad is controlled by a controller (possibly 
implemented on a Programmable Logic 
Controller (PLC)) and each area is supervised by 
a supervisor (usually implemented on a Personal 
Computer (PC)). So, the control system is 
composed by distributed supervisors that 
coordinate controllers  (Fig. 10).  

 

Fig. 11 represents the control system 
architecture. A controller is connected to the 
sensors (detectors) of the crossroad (that it 
controls) and can send control signals to the 
corresponding traffic lights. The controller 
architecture is drawn in Fig. 12. 

A controller is composed by four components 
(threads): Queue Length Updater (QLU), 
Transfer Coefficient Updater (TCU), Traffic 
Light Controller and Communicator (TLC). 

For specification of the controller the Extended 
State Machines (ESM) [18] were used. This is a 
modelling tool useful for the computer, software 
and control engineers that provides facilities for 
describing communications, parallelism and 
real-time.  

The Queue Length Updater has the task to count 
the number of cars on each lane that solicit to 
cross the intersection. This component receives 
the events (αi, βi) from the detectors and 
calculates the queue lengths increasing, 
respectively decreasing the  (integer) values xi 
representing the number of the cars.  
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Fig. 10. The distributed control system 
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Fig. 11. The control system architecture 
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Fig. 13 represents the structure of a simple 
crossroad linking the streets S1, S2, S3 and S4. 

The symbols denote: 
 
• αi (i=1,2, …) the input event produced by a 

car entering the input buffer on a lane 
• βi  (i=1,2, …) the output event produced by 

a car exiting the input buffer on a lane and 
starting to cross the intersection 

• γi (i=1,2, …) the input event produced by a 
car entering the output buffer on a lane that 
could be also an input buffer for the next 
crossroad  

• sem1, sem2, … represent the traffic lights  

The ESM of the Queue Length Updater 
implemented for the crossroad from Fig. 13 is 
represented in Fig. 14. The symbols x++ and x-- 
denote the increment respectively the decrement 
of the value x. 

The Transfer Coefficient Updater receives the 
events (βi, γi) from the detectors and calculates 
for each cycle the transfer coefficients cij from 
each input lane to each output lane of the 
crossroad. Its ESM is partially represented in 
Fig. 15. 

Queue Length Updater and Transfer Coefficient 
Updater play the role of observers. The guard 
expression of the ESM could be used to make 
hem more robust at driver’s incorrect behaviour.   

The Communicator sends to the Supervisor the 
values of the queue lengths and the transfer 
coefficients. It receives from Supervisor the 
durations (d1, d2,…) of the green colour and 
sends them to Traffic light controller. 

The Traffic Light Controller gets the 
durations (d1, d2, …) of the green colour and 
applies them to the traffic lights.   

As in [9], a hierarchical solution was 
chosen. The Supervisor architecture is given in 
Fig. 16. The Local Supervisor has the task to 
coordinate the subordinated controllers activities 
and to obtain their traffic light durations. The 
sum of the input flow rates of a crossroad must 
not exceed the maximum crossroad’s transfer 
capacity. The supervisors use the flow prices as 
information about how important it is for the 
current flows to use the requested resources. The 
supervisors distribute the times of using the 
resources taking into account their capacities 
and the criticality of the requests.  
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Fig. 13. The structure of a crossroad 
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The criticality of each resource is distributed 
further into the entire net through prices. 

The Negotiator cooperates with the neighbour 
supervisors to obtain the car rates crossing the 
border between controlled areas. 

The approach of the current method of the 
traffic control system is based on the principles 
of the free market. The transfer prices of cars 
through intersections should control the traffic. 
The reason for using this is given by the 
difficulty to collect all the information about the 
traffic parameters in time, to process it and to 
react (to send the control signal to the 
distributed system) fulfilling the real-time 
constraints. 

Each input car flow in the system has a price 
assigned by the traffic operator. The crossroad’s 
Supervisor assigns further prices to its output 
flows taking into account its criteria. Each 
supervisor asks its neighbour supervisors to 
accept flows at calculated rates and prices. Each 
supervisor grants totally or partially the 
requested rates taking into account some rules 
and maintains at least a minimum (specified 
safely) rate for each flow.  

The supervisor acts using the principles of the 
market. It allocates for all crossroad input lanes 
a minimum specified duration. The rest of the 
transfer capacity of the intersection is negotiated 
with its neighbours. The supervisor’s algorithm 
has three phases: 

Initially, the requested rates and the offered 
prices for the input lanes in the systems are 
given by the operator. The granted rates are set 
such that each input lane of a crossroad gets the 
same duration; this means the same granted 
output rate from the lane. The matrix of the 
transfer coefficient (rates) of each crossroad is 
calculated continuously from events signalled by 
detectors . 

1. The bid phase. Each crossroad has a local 
negotiator (a representative of intersection) that 
reads the rates requested at its input lanes and 
their prices. It calculates the rates and the prices 
of its output lanes and stores them as request 
rates and offered prices. The negotiator sums its 
requested input rates to calculate the crossroad 
load. The prices are calculated using the prices 
offered for the input lanes and the load of the 
crossroad. This phase continues until no 
negotiator changes its requested rates and the 
offered prices. 

2. The grant phase. Each negotiator uses the 
granted rates of its output lanes and calculates 
the rates which it grants for its input lanes. For 
this aim it considers that the rates of its output 
lanes cannot be exceeded. Also the sum of rates 
which it grants for its input lanes cannot exceed 
its maximum throughput (capacity). The 
negotiator grants the input rates giving priority 
for the lanes with higher prices. The phase is 
finished when no negotiator changes the rates 
(or the prices) that it grants for its input lanes. 
This represents a solution to the problem. 

3. The evaluation phase. The supervisor 
calculates the performance of the solution 
summing up for each crossroad the differences 
between the crossroad capacity and its current 
throughput. 

The results of this algorithm are the number 
of cars crossing the intersection on each lane (or 
approximately equivalent, the durations of the 
green light of the traffic lights).  

The distributed supervisors perform nearly 
the same algorithm as the local supervisors. 
They have some gates on the border between the 
controlled areas (Fig. 9) where the flows pass 
from an area to another. The negotiators from 
different areas determine the flow rates crossing 
their borders. For this aim they use:  

• the numbers of cars soliciting to cross the 
intersection on each lane per minute;  

• the transfer coefficients corresponding to 
each lane;  

• the prices of the flows; the load factors of 
the input buffers (i.e. how much of the input 
lanes is occupied by cars) 

The two limits for choosing the period to grant 
(i.e. the time horizon of allocation) the resources 
are given by the dynamic of changing the 
parameters of the traffic system and the duration 
necessary to collect the new transfer 
coefficients. 
 
3. THE UDAS 

The routing algorithm computation is embedded 
in an Urban Driving Advisory System [1]. 

In addition to the detailed control of the traffic, 
the UDAS can improve the overall traffic 
quality and the decrease of traffic flow. For 
providing a good routing algorithm, the UDAS 
receives real-time information about the current 
travel time from the Real-Time Control System, 
which uses sensors placed at specified intervals 
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along the route. Since traffic condition can 
fluctuate over shorter or longer time periods, the 
real-time information on current traffic 
conditions represents only a part of the 
information necessary to find a convenient 
route. Therefore, current traffic information is 
not sufficient for route guidance and it is 
important that a designed system to provide 
guidance to drivers based on the predicted travel 
times in the network.  

The main goal of the routing strategy is to 
ensure an optimum utilization of the capacities 
offered by the existing main streets, to equalize 
the flow on these streets during the periods 
when the traffic flow increases, and combined 
with the control algorithm, to maintain traffic 
fluidity. The problem of drivers advisory falls 
into the problem of shortest path computation on 
a specified graph, under some special 
circumstances. The computation of shortest path 
over a network has been the target of many 
research efforts. These efforts have resulted in a 
number of different algorithms and a 
considerable amount of empirical findings with 
respect to performance [25]. To solve the 
shortest path problem, there are a lot of 
requirements that should be taken into account 
for choosing the better algorithm: 
• the optimisation may be performed with 

respect to various metrics, usually distance, 
travel time, fuel consumption, etc. ; 

• traditional algorithms may impose an 
unacceptable long computational time when 
applied to realistic road networks; 

• additional constraints may be imposed;  

The shortest path algorithm is usually a multi-
objective minimization problem. Instead of 
finding the best solution considering as metric 
the distance or the travel time, it is necessary to 
find the best solution on distance and time, 
taking into account the actual context in the 
street network [23].  

 
3.1 The UDAS model 

The tasks performed by UDAS are complex 
•  receives  information about the actual flows 

on the streets from RTCS; 
• updates the streets model (streets graph) in 

accordance with the recently received 
information; 

• computes the shortest path; 
• sends advice to customers; 
The time Petri net model of the UDAS is 
presented in Fig. 17. The significance of the 

transitions are: t1 - connecting to the network; t2 
- acknowledgment from network; t3 - connecting 
to the Data Base Server; t4 - accessing the Data 
Base; t5 – computing the shortest path ; t6 - send 
the message; t7 - receive the message; t8 - 
receive data from RTCS; t9 – apply penalty 
function and compute the new link weights on 
the graph; t10 – update the model. 
 
3.2 The street model 

The first step is to represent the street network 
as a graph, and store the graph on a database. 
Each vertex on the graph is oriented, denoted by 
(i,j), labelled with a label dij, representing the 
cost of the link. A two-ways street is represented 
by two links, (i,j) and (j,i), where only in 
particular cases dij=dji. A simple crossroad is 
represented by a graph consisting in 5 nodes and 
6 links, and so on (Fig. 18). 

The algorithm consists in the following steps: 
• build the associated graph from the 

geographic information stored in the 
database; 

• label the links with the costs dij=δij, where δij 
is the distance (in km.) between two nodes; 

• query the database and extract the actual 
traffic densities on the streets and compute 
the average speeds υij for the arks related to 
the streets; 

• for each link (j,i), compute a penalty 
function pij given by [23]: 

)
2

V
(

ij
ijij maxij

ije1

)dmax(
)dmax(p

−υγ−
+

−=              (10) 

where 
- max(dij) is the length of the longest 

street; 
- υij is the actual average speed reported 

by RTCS for the correspondent street, at 
the moment; 

- γ is a weighting coefficient and 
- Vij max is the maximum speed allowed on 

the specified street; 

 
Fig. 18. Different graphs related to streets 
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• compute the actual label of the links as: 
ijijij pdD +=                               (11)    

if on a street the average speed is very low 
(i.e. a congestion is imminent), the power of 
the link for the correspondent link will be 
significantly increased; 

 In Fig. 19 is depicted the Petri net for  the 
model building. 

The significances of the transitions are: t91 – 
read from database street lengths and 
information for computing average speeds; t92 – 
store data and compute the average speeds; t93 – 
compute and apply the penalty functions; t94 – 
wait until buffers are  empty, for a new data 
read; The p94 place is initially marked, because 
new data can be read before updating the new 
model, if a valid model is already available. 

 
3.3 The shortest path algorithm 

Two routing algorithms were tested. The first is 
the well known Dijsktra algorithm. It finds the 
shortest path in a simple way and is easy to 
implement, but it leads to large computation 
time which increases exponentially with the 
number of nodes in the graph. An alternative is 
the modified Dijkstra algorithm, which reduces 
the number of operations.  

Better results were obtained by using a genetic 
algorithm for computing the shortest path [24].  
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The objective of the genetic algorithm is to find 
the shortest path  from source to destination, 
taking into account the new metric on the graph, 
using a chromosome inspired from Ford-
Fulkerson algorithm. The fitness function for 
chromosome i is depicted in equation 12 [17]  

The chromosome encodes the possible ways. 
Only two genetic operators were used, the 
mutation which changes the way,  by selecting 
an alternative intermediary node and the 
crossover, which exchange from an 
intermediary node two alternative routes.  
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4. CONCLUSIONS 

In the paper, the problem of urban traffic control 
was presented. Two types of control structures 
were proposed: a centralised structure and a 
distributed structure.  The centralised structure 
solves the problem around a state, which often 
has to be changed during a day. They have the 
advantage of a global overview of the problem. 
Unfortunately, this leads to large computation 
requirements for large scale systems. The 
distributed structure transforms the events 
produced by the cars passing over detectors into 
information used by the upper levels; adapts 
itself to the changing of the characteristics of the 
traffic through transfer coefficients; finds a 
solution for distributed allocation of the 
resources taking into account the importance of 
the requests; works even if a part of the system 
is blocked.  

The control system is enhanced with an advisory 
system, which sends advice concerning the best 
route to the drivers and also acts as a primary 
traffic formatter. 
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