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Abstract:  The paper presents a computational oriented overview on the rational 
interpolation problem with passive (positive real) constraints. The numerical difficulties 
associated with the standard rational interpolation procedures are discussed. Some 
numerical tricks to improve the numerical accuracy of the computed results are 
proposed. Possible applications  to model order reduction for continuous (and, by using 
a simple bilinear transformation, of discrete) linear systems are sketched.     
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1. INTRODUCTION 
 
Our paper deals with the general rational 
interpolation problem in the case when an 
additional goal is imposed, namely the 
computed rational matrix must be positive real. 
By using the well-known positive real lemma 
(see (Anderson and Vongpanitled, 1973), 
(Hodaka et al., 2000), (Sun et al., 1994)) this 
constraint is transferred to an adequate LTI state 
space model. Thus, the well known condition 
for the solution existence, expressed as the 
positive definiteness of a corresponding 
Lyapunov equation solution (Pick matrix in 
SISO case), is easily obtained. Also, this 
approach allowed us to develop a concise and 
reliable numerical algorithm to solve the 
problem.   
The paper is organized as follows. In section 2 
the general rational interpolation problem is 
briefly presented.  The positive real constraint in 

the continuous time setting and the 
corresponding feasibility conditions are 
presented in section 3. Section 4 is devoted to 
the main numerical procedure to solve the 
problem and the section 5 contains a detailed 
algorithm which makes our approach efficient 
and reliable. The discrete time case is 
considered in section 6; in fact, all the 
computational procedures apply as such in this 
setting, possible after a bilinear transformation 
on the system data is performed. Some remarks 
concerning related topics and directions for 
future work conclude our presentation.  
 
2.  RATIONAL INTERPOLATION 

PROBLEM 
 
To begin with, we shall give a concise statement 
for the general rational interpolation problem 
concerning a MIMO transfer matrix represented 
by a state space model. In short terms, we seek a 
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n -th order linear system ),,,( DCBAS = , 
with a ml ×  proper transfer matrix 

DBAsICsG +−= −1)()( , such that the 
following (dynamic) cover conditions (see 
(Wonham, 1974), (Ionescu and Popeea, 1986)) 
are satisfied 

,HCWAW +=Λ                                   (1) 
,HDWBG +=                                              (2) 
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are given (complex) NN × , lN ×  and, 
respectively, mN ×  matrices such that the pair 

),( HΛ  is controllable. By letting 
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Therefore (1) and (2) are equivalent to the so 
called ( N -point) left tangential rational 
interpolation problem 

.:1,)( NigG H
ii

H
i ==λη                          (4) 

 
Remark 1. By duality, the following well-known 
observer (or dual-cover) conditions are 
obtained  

,BHAVV +=Λ                                            (5) 
,DHCVG +=                                             ( 6) 

where 
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and 
[ ],21 NuuuH L=  

[ ]NgggG L21=  
are given (complex) NN × , Nm ×  and, 
respectively, Nl ×  matrices such that the pair 

),( ΛH  is observable. By letting 

[ ],21 NvvvV L=  
from (5) it results 

,:1,)( 1 NiBuAIv iii =−= −λ                  (7) 

therefore (5), (6) reduce to a (N -point) right 
tangential rational interpolation problem having 
the form 

.:1,)( NiguG iii ==λ                              (8) 
Obviously, the same equations (5), (6) describe 
the steady state response of the linear system 

),,,( DCBAS =  to a persistent input  
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 (see (Jora et al., 1996)). Also, putting FVH =  
and writing (5), (6) as  
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the well known equations for modal assignment 
by state feedback are obtained.  
    
Remark 2. In the SISO case, i.e. 1== lm , by 
taking 1=iη  and/or 1=iu  in (1)-(4) and (5)-
(8) respectively, the classical rational 
interpolation problem is obtained, which 
consists of finding the transfer function )(sG  
such that 

,:1,)( NigG ii ==λ                                 (9) 
for a given set of interpolation points  

{ }.,,:1),( jiNigI jiii ≠∀≠== λλλ  

 
3.  RATIONAL INTERPOLATION WITH 

DISSIPATIVITY CONSTRAINTS 
 
Let us consider the rational interpolation 
problem defined by (1), (2) where Λ  is anti-
stable (Re 0>iλ ) and additionally S  must be 

passive, i.e. lm =  and  
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1. )(sG  is analytic in Re 0>s , 

2. 0)()( ≥−+ sGsG T , for all s  such that            
Re 0>s .  

According to the positive real lemma, the 
following LMI  
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                                                                       (10) 
must be feasible. For simplicity we shall take 

Nn =  and NIW =  in (1), (2), hence 
,, HDGBHCA −=−Λ=                      (11) 

and consider two cases. 
 
a) If 0=D  then GB =  and from (10) it results  

PGPBC HH ==   
and 

.0,0)()( >≤−Λ+−Λ PHCPPHC H  
The quadratic matrix inequality  

.0≤−−Λ+Λ PPHGPPGHPP HHH     (12) 
reduces to the linear one 

,0)( ≤+−Λ+Λ HHH HGGHQQ   

where 1−= PQ , therefore the following 
Lyapunov equation 

HHH HGGHQQ +=Λ+Λ                      (13) 
must have a positive definite solution 0>Q .  
 
Conversely, if (13) has a (unique) solution 

0>Q  then the linear system  

0,
,,

1 ==
=−Λ=

− DQGC
GBHCA

H
                              (14) 

is (loseless) positive real and satisfies the 
interpolation conditions (1), (2).  
 
Remark 3. In the SISO case, when G  and H  
are column vectors, we can take (see Remark 1) 

[ ]TH 111 L=  and the matrix Q  is the 
Pick matrix Π  given by 
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b) Now let D  be any matrix such that 

0>+ HDD ; in this case (10) is equivalent to 
     

++ PAPA H          
0)())(( 1 <−+−+ − CPBDDCPB HHH      (16) 

where, in order to satisfy (1), (2), the pair 
),( BA  is given by (11). With little insight we 

shall take 
PGDHC HH )( +=                                   (17) 

and after some simple algebraic manipulations 
the same necessary and sufficient condition 

0>Q  is obtained, where 1−= PQ  is given by 
(13). Clearly, if 0=D  then (11) and (17) 
reduce to (14), therefore by continuity (11) and 
(17) are valid for any D  such that 

0≥+ HDD . In fact, we can take )(∞= GD  
if the value of )(sG  in the additional 

interpolation point ∞=+1Nλ  is known.  
 
4. COMPUTING PROCEDURE 
 
Let the lower triangular nn ×  matrix M  be the 
Cholesky factor of the positive definite matrix 
Q , i.e. HMMQ = . From (13) we have 

HHHHH HGGHMMMM +=Λ+Λ       (18) 
and, by left multiplying with 1−M  and right 
multiplying with HM − , (18) becomes 

HHH GHHG
~~~~~~

+=Λ+Λ                             (19) 
where 

.~,~,~ 111 HMHGMGMM −−− ==Λ=Λ  
                                                                      (20) 
From (11) and (17), where 1−= QP , we obtain 

CHHCMMMMA
~~~~ 11 −Λ=−Λ= −− , 

DHGHDMGMB
~~~ 11 −=−= −− , 

=+= − MMMGDHC HHH 1))((~  

    HHHH GHDGMHMD ~~)()( 11 +=+= −− , 

.
~

DD =  
 
Therefore we can compute a passive linear 
system whose transfer matrix interpolates the 
given data by using the following numerical 
procedure. 
 
Algorithm 1. Given the (complex) numbers iλ , 

ni :1= , and (complex) ln ×  matrices H  and 
G , the algorithm computes (if a solution exists) 
a positive real linear system )~,~,~,~(~ DCBAS = , 

a lower triangular matrix Λ~  and the matrices 

H~  and G
~

, such that the (cover) conditions (1), 
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(2) are satisfied for nIW = , i.e. CHA
~~~~

+=Λ , 

DHBG
~~~~

+= . 
     

1. Compute the solution Q  of the 
Lyapunov equation (13). 

2. if Q  is not positive definite 
1. print 'The problem has no    

solution' 
2. return 

        3.  Compute the Cholesky factor M  of Q . 

        4. Compute the transformed data Λ~ , G
~

, 
            H~  according to (20). 
        5. Take D  such that 0≥+ HDD . 
        6. Compute the positive real linear system 

            CHA
~~~~

−Λ= ,    DHGB
~~~

−=  

            HH GHDC
~~~

+= ,   DD =~ . 
   
Remark 4. If in the above algorithm we take 

0=D , then a loseless positive real system is 
obtained such that  

,,0 HH CPBPAPA ==+  
see (10), i.e. 

.
~~

,0
~~ HH CBAA ==+  

      
To sum up, by using the algorithm 1, the 
interpolation conditions are satisfied and the 
computed system is positive real for all D  such 
that 0≥+ HDD . The system can be written as 
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5.  COMPUTATIONAL DETAILS 
 
We now present some details for an accurate 
implementation of the first four statements of 
the above algorithm.  The best method to check 
if the matrix Q  is positive definite is to see if 

the Cholesky factorization HMMQ =  can be 
carried out to completion. For obvious 
numerical reasons, we will avoid the explicit 
computation of the matrix Q  (in the SISO case 
of the Pick matrix). 
 
Instead we shall compute the Cholesky factor 
M  directly from the given data. To do this, let 

denote Λ=0A , and observe that from (18), 
written as 

,00
HHHHH HGGHAMMMMA +=+   (21) 

the equality for the (1,1) entries gives  
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and, hence, 11m  is a posit ive real number given 
by 

.11 α=m  
Conversely, if 0≤α , the matrix Q  is not 
positive definite. 
 
The equality (21) for )1,(i , ni :2=  entries of 
the above matrix equation gives 
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We have computed the first column of the 
Cholesky factor M .  
 
Now, to compute, in the same manner, the 
second column of M , let transform the 
equation (21) in 

=+ −− HHHHH PAPMMMMPPAP 1011
1

101 )(  

            ,)( 11
HHH PGHHGP +=  

or 
,1111111111

HHHHH HGGHAMMMMA +=+  
where 

,1
1011

−= PAPA    ,11 MPM =  

,11 HPH =       ,11 GPG =  

and ,111
T

n epIP −=  is a gaussian elementary 
lower triangular transformation such that  

,:2,0)1,)(( 1 niiMP ==  
i.e. the column vector 1p  is defined by 

[ ]T
nppp 1211 0 L=  with 

.:2,
11

1
1 ni

m
m

p i
i ==  

Because M  and 1P  and TepIP 11
1

1 +=−  are 
triangular, the matrices 1A  and 1M  have the 
structure 
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with ×  denoting generic nonzero entries.   
Hence, retaining only the block ):2,:2( nn  
equality of (25), we have 

,ˆˆˆˆˆˆˆˆˆˆ
00

HHHHH HGGHAMMMMA +=+   (26) 
where we have denoted 

),:2,:2(ˆ),:2,:2(ˆ
00 nnMMnnAA ==  

).:,:2(ˆ),:,:2(ˆ
11 nGGnHH ==  

This equation is structurally identical with (25) 
but of less order 1−n . So we can compute, in 
the same manner as above, the first column of 
M̂  which is the nonzero part of the second 
column of M . 
 
By obvious induction arguments, we can 
continue the procedure to finally compute the 
Cholesky factor M  and the lower triangular 
matrix 1−nA , the diagonal matrix 1−nM  and the 

matrices 1−nH , 1−nG  which satisfy  
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and P  is a unit lower triangular matrix given by 
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with )(
1

kP  the )1()1( +−×+− knkn  gaussian 
transformation matrix used at the step k . 
 
We can go further and compute a lower 

triangular matrix A~  and the matrices H~  and G
~

 
so that the Lyapunov equation  

HHH HGGHAQQA ~~~~~~ +=+ , 

has the solution nIQ = , i.e. 
HHH HGGHAA
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+=+ . 
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Using the array A  for the matrices kA , 

1:0 −= nk  and A~  and the arrays H  and G  

for the matrices kH , kG , 1:0 −= nk  and H~ , 

G
~

, the computations are as follows. 
 
Algorithm 2. Given the set { }nλλλ ,,, 21 …  

and the ln ×  matrices H  and G , the algorithm 
computes the Cholesky factor M  of the 
solution Q  of the Lyapunov equation (13) if the 
matrix Q  is positive definite. Otherwise an 
error message is furnished. Also, the algorithm 
computes the lower triangular matrix 

 MdiagMAA n ),,,(
~

21
1 λλλ …−=←  

and overwrites 

HMHH 1~ −=← , GMGG 1~ −=← . 
 

1. for ni :1=   
             1. for nj :1=  

             1. 0=ija . 

      2. iiia λ=  

2. for nk :1=  
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       2. if 0<α  
            1. print 'The matrix Q  is not 
                         positive definite.' 
            2. return 

       3. α=kkm   

              4. for nki :1+=  

                       1. 
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                     4. for kj :1=  

               1. kjijij aaa τ+=    

                     5. for lj :1=  
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It is clear that this algorithm implements in a 
concise and reliable computational manner the 
first four statements of the rational interpolation 
procedure given in section 4. We have 
performed a lot of numerical experiments which 
confirm the good performances of all the 
proposed procedures. 
 
 
6. DISCRETE CASE 
 
In this case the main computational procedure 
remain valid if the discrete time system 

),,,( DCBAS =  is converted to a continuous 
one, by using the well known bilinear 
transformation. Also, the computational 
improvements presented in section 3 have 
obvious correspondents. 
 
 
7. CONCLUDING REMARKS 
 
The numerical results confirm our 
computationa l oriented approach to the rational 
interpolation with passivity constraints. The 
direct computing of Cholesky factor and the 
other numerical improvements significantly the 
results accuracy.  
The future author's investigations will be 
oriented on the possible applications of the 

rational interpolation problem, such as linear 
systems order reduction. 
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