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Abstract: Content-based filters (e.g. Keyword Filters, Heuristics Filters, Statistical Learning 
Filters, Pattern Recognition Neural Networks, and so on) use tokens, which are found during 
message content analysis, to separate spam from legitimate messages. The effectiveness of these 
token-based filters is due to the presence of token signatures (e.g. tokens that are invariant for the 
many variants of spam messages). In our research, we discovered a new trend of spam messages 
that have a low frequency of token signatures, thus making them significantly more difficult to 
identify. Further on, we will describe this new type of spam and also suggest a few modalities to 
combat the spread of this prototype of the future spam trend.  
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1. INTRODUCTION 
 
The currently employed infrastructure for eMail 
transfer, the simple mail transfer protocol 
(SMTP), hardly provides any support for 
detecting or preventing spam. We are also 
lacking a widely accepted and deployed 
authentication mechanism for sending emails. 
Thus, until a new unlikely global email 
infrastructure will be developed so as to allow a 
better control of this problem, there are two 
current major approaches that show the greatest 
potential for coping with the problem: detecting 
spam based on content filtering or preventing 
spam to enter our mailboxes by using techniques 
such as reputation management, white-listing, 
increasing the costs associated with sending out 
email messages, and so on. 

Current Token-based spam filters (e.g.  
Signature Filters, Heuristic Filters, Neural 
Network Filters, Bayesian Filters, Support 
Vector Machines) distinguish between spam and 
legitimate email messages based primarily on 
the tokens found in those messages' text. 
However this approach has had mixed results. 
On one hand, many spam messages have token 
signatures that facilitate filtering. These 
signatures typically consist of tokens that are 
invariant for the many variants automatically 
generated by spammers. On the other hand, 
spammers can use various techniques to defeat 
this filters. (Pu et. all, 2006) 
 
Judging by the frequency of their updates, we 
noticed that token-based filters can be classified 
in two major categories: 
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1. Long term filters (updated weekly or 
monthly, or maybe never) 

2. Short term filters (updated hourly or 
daily) 

 
Each of these filters makes use of a 
feature/token extraction algorithm in order to 
have enough information for a good spam vs. 
legitimate classification. It is also known that 
long term filters have incredible good detection 
rates in laboratory conditions, while short term 
filters very good detection rates in real world 
conditions. 
 
 

2. THE PROBLEM 
 
The only characteristic of spam messages that 
resisted during its evolution, is the fact that they 
are launched in waves. A few years ago, a single 
message was multiplied a few hundred thousand 
times and sent to a large database of email 
addresses; the message usually changed after a 
few days. Different solutions were found for that 
problem (heuristic filters, Bayesian filters, etc), 
and spam had to mutate into something new.  
The new wave types contained messages that 
were unique computational speaking, by having 
random [legitimate] text. Usually, spammers 
were not making any effort in modifying the 
inter-wave spam part of the message. For that 
time, changing Bayes poison and the URL was 
enough to fool most of the anti-spam solutions. 
The spam part of the message also was changed 
daily. Nowadays, waves contain totally different 
messages: nowadays we can see entire spam 
waves, with just a single characteristic in 
common: its structure. And even this is only 
temporary.  
 
The first wave of spam messages which begun 
meeting these new characteristics was the one 
that advertised Anatrim. We focused our 
attention on it, because although it was an easy 
target, rarely changing its body text, it changed 
its subject very often; so often that in a wave, 
just a few samples had the same subject. 
 
As you can see, each time there is a different 
subject. Also, the first part of the message (the 
underlined blue text) is different every time. The 
rest of the body also changed but less often. 
After gathering messages for about a month, we 
managed to notice that there is a inter wave 
pattern that cyclically repeats. There were about 
40 formulations for the subject and around 50 

for the “title” of the message. We never counted 
the variations of the body, but we assumed there 
were plenty of samples, because it contained 
both spam and legit content. Considering only 
the subject and title, there are almost 200 
variations. By extrapolating, we came up with a 
simple but very powerful spam script, that we 
think lies (or it will lie, since more and more 
spam waves follow this structure) at the base of 
any spammer’s bag of tricks. 
 
Databases: 
• D: Random legitimate text 
• D1: Different formulations of a certain spam 

phrase 
• D2: Different formulations of another spam 

phrase 
• ………………… 
• Dn: Different formulations of another spam 

phrase 
Create spam message script: 

1. Choose a random phrase from D1 
2. Choose random text from D 
3. Choose a random phrase from D2 
4. Choose random text from D 
5. ……………. 
6. Chose random phrase from Dn 

Send message. 
 
And then we noticed the problem. Let’s say an 
automated feature extraction algorithm would 
start looking for patterns in the spam waves 
received in the previous hours. On the Anatrim 
wave, it will luckily find a few words that 
appear in all the messages, but most probably, it 
won’t find anything in common between 
subsequent messages.  
 
Let’s say we would train a Bayesian filter on 
this wave, or let’s say we would use a pattern 
discovery algorithm. If the system manages to 
find some information on which to base its 
detection, it will consist on patterns found in the 
volatile part of the spam messages (like Bayes 
poison, or random spam message information), 
not in the important spam paragraphs.  
 
That is to say that training our filters on this 
wave of email messages would offer us a pretty 
good detection rate but with the downfalls of 
higher memory usage (many individual patterns 
would have to be kept in memory) and a short 
lifetime of the detection features. 
 
Here are a few samples of subjects for this 
particular type of spam mail messages: 
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• Less weight - more pleasure and joy 
• Watch the pounds disappear 
• Healthy living with less fat 
• Can you imagine that you are healthy 
• Shed weight now and enjoy the process 
• NOW save on meds you need 
• Say goodbye to extra pounds 
• Losing weight has never been so easy 
• Make yourself more attractive to others 
• Obesity is dangerous, stop it 
 
If you Google™ any of these subjects, you will 
find thousands of blog comments advertising 
Anatrim, following the same pattern, which 
means that we are dealing with a spammer with 
multiple interests (maybe a blogger himself). 
 
Also, I believe, that this script appeared as a 
natural consequence of the botnets armies. If 
each infected computer sends just one sample to 
a few million users, since a spammer can rent or 
buy nowadays a few hundreds, he will achieve 
similar results with this script (of course, much 
better since these are machines spread around 
the world). 
 
 

3. THE SOLUTION 
 
There are two major approaches suitable for 
dealing with this problem:  
 

1. On-line cumulative training, 
which means that if a system would learn 
each time something new arrives, since 
the ways a phrase can be rephrased are 
not infinite, after a certain amount of time, 
if the features aren’t too exclusive (but 
rather weak features) the system will be 
able to correctly recognize as spam a 
certain email even though that email was 
never seen before (e.g. self organizing 
neural networks, or Bayesian filters). This 
method can be performed either on the 
client side, which means that it will 
require a lot of user feedback, or on the 
vendor side, which could mean either a 
high frequency of the updates, or a lower 
frequency but larger files. 

2. Monthly batch training, or at 
least on longer periods of time, in order to 
extract those cyclical features that could 
guarantee a proactive detection of the 
future spam waves. 

 

Of course, those two techniques can also be 
combined. The basic idea was that we need to 
extract features not from a daily corpus, but 
rather on a corpus from two months behind, and 
preferably not exclusive features. A good way to 
create strong patterns would be to use a neural 
network that combines short weaker patterns (if 
the email has words like “Viagra”, “Valium”, or 
if the date of the message is in the future and so 
on, which individually have a high false positive 
rate) and to use a neural network in order to 
combine these into stronger and longer patterns.  
A good neural network type up for this task 
would be ARTMAP networks (Cosoi, 2006).  
ARTMAP architectures are neural networks that 
develop stable recognition codes in real time 
into response to arbitrary sequences of input 
patterns. They were designed to solve the 
stability-plasticity dilemma that every intelligent 
machine learning system is facing: how to keep 
learning from new events without forgetting 
previously learned information. ARTMAP 
networks were designed to accept binary or 
fuzzy input patterns (Carpenter & Grossberg, 
1991). ARTMAP networks consist of two ART1 
networks, ARTa and ARTb, bridged via an 
inter-ART module, as shown on Fig 4. An ART 
module has three layers: the input layer (F0), the 
comparison layer (F1), and the recognition layer 
(F2).  
 
The neurons, or nodes, in the F2 layer represent 
input categories. The F1 and F2 layers interact 
with each other through weighted bottom-up and 
top-down connections, which are modified when 
the network learns. There are additional gain 
control signals in the network that regulate its 
operation. 
 
In the training phase, the system has to receive a 
list of features extracted from the email 
messages and an output category.  For example, 
ARTa will receive an input vector where each 
field indicates the existence of a certain spam or 
legitimate characteristic. Also, each input vector 
will be associated to a label which indicates if 
the current pattern was extracted from a spam or 
a legitimate email message, which will be fed to 
the ARTb module.  When the training phase 
starts, the system will quickly associate inputs 
and outputs by creating strong patterns for each 
category.  
 
The results are very good (Cosoi, 2006), with a 
false positive rate of almost 1%, which is not 
exactly the best yet obtained, but they can be 
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considered promising results and a false 
negatives rate (spam messages mistakenly 
misclassified as legitimate messages) under 
10%. 

 
 

Fig.1. - ARTMAP system diagram (Carpenter & 
Grossberg, 1991) 

  
The problem that appears is that since the 
training phase is performed on a few million 
legitimate and spam messages samples, and 
since the individual heuristics are generally 
weak, the extracted patterns can be quite 
confusing for the neural network algorithm. For 
example we can have a situation where 
important legitimate features and standard weak 
spam features can determine a mistakenly “this 
is spam” answer, and vice-versa.  
 
These situations are generally determined by the 
large corpus of messages on which the neural 
network has to train in order to achieve an 
acceptable accuracy. In many situations, in our 
experiments, the training phase stopped after a 
fixed number of training iterations was 
achieved, and not when reaching a pre-
established accuracy. 
 
The solution we found to address this problem is 
to offer a priori numerical relevance to each 
individual feature, and also to the category 
(spam or legitimate) for which this feature was 
created. Our purpose was to create in inhibited 
connection, in order to stop the neural network 
from giving an answer if the relevance of the 
pattern was smaller than a pre-established 
threshold T. Of course, this means that good hits 
would be eliminated to, but common-sense 
would say that we can’t actually say an email is 

a spam message only because it contains the 
word “Viagra”. 
If we consider I and S the relevance for the 
legitimate heuristics within a subset of a pattern 
and respectively S the relevance for the spam 
heuristics, we can combine them in a total 
relevance for a pattern by using the following 
simple rule: 

 
(1) 

Where, H and S are computed as percents of the 
total sum of the relevancies within a pattern. (H 
from Ham and S from spam) 

 
Fig.2. ARTa system diagram (Carpenter & 

Grossberg, 1991) 
 
By using this result, the neural network can 
determine if this is an important pattern for the 
decision process or not. Of course, now this 
approach is more of a heuristic filter than a 
neural network. In order to keep all the facilities 
that a neural network would offer, (and we also 
chose this type of neural network in order to 
solve the stability-plasticity dilemma), we had to 
add a punishment-reward system in the control 
subsystem of the ARTa module (see Fig. 5). The 
process we developed is presented below: each 
time the prediction matched the expectation we 
increased by a small amount the relevance of 
that pattern. If the prediction and the expectation 
were different, we decreased the relevance with 
a small amount. The process can be defined 
using the following formula. 

 
(2) 

Where  has a negative value when the 
expectation and the prediction are different, and 
a positive one when the two are the same.   
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(3) 

Score represents the spaminess, ScoreNN 
represents the score returned by the Neural 
Network,  represents the relevance of the 
pattern created during training, and  
represents the relevance of the pattern computed 
with equation one. 

 
(4)

We use this relevance for fast emergency 
updates. If problems appear with a feature, by 
decreasing its relevance, it will decrease its 
pattern relevance. 

 
(just as initial value) 

(5)

The initial value is computed from the feature 
relevancies, but it will be adapted by the 
punishment reward system. All the ’s are pre-
computed weights for each term. 
 
TRAINING PHASE 
 
If (( && (given category 
equals output category) 

 
Update weights 
Else 

 
Update weights 
 
TESTING PHASE 
 
If ( ) > 
Threshold)  
 Print OutputCategory 
Else 
 Don’t say anything  
 
As it can be seen, this system is actually a 
hybrid between a neural network (which creates 
patterns from simple features) and a heuristic 
filter, which prevents weak patterns from taking 
part in the decision process. This way, we can 
solve the Anatrim wave by using weak features 
(like the word “Anatrim” for instance, which in 
this case is obvious, but also “lover” and “extra 
pounds” will become powerful features, without 
the risk of false positives by using a low 
relevance and as a feature in a larger pattern. 

 
 
 

4. RESULTS 
 
Our tests showed that by applying the 
improvements presented in this paper, the false 
positives rates dropped radically from an initial 
1% to 1 in a million, while the false negative 
rate reached 13%, compared to an initial value 
of 10%. Although this method provides a 
slightly increase of the false negatives rate, it is 
far more important to prevent tagging as spam a 
legitimate email message than it is a nuisance to 
overlook a few spam messages. 
 
The conditions in which the experiments took 
place are the following: 
• 2.5 million spam messages (sampled on 

waves with a high degree of variation) 
• Almost 1 million legitimate email messages 
• 75% of the message corpus were used for 

training the neural network and, 
25% were used in testing the neural network. 
 
 

5. CONCLUSIONS 
 
The spam script presented in this paper might 
cause AntiSpam vendors a few problems, but 
these are problems which don’t require a huge 
amount of code to solve, but rather a change of 
perception. If the future of spam is randomizing 
(by a certain amount of course) even those 
phrases that contain the spam message itself (not 
only Bayes Poison), a good solution for this 
problem would be to perform analysis on a 
larger pool of spam messages. Also, we might 
notice that old content based filters (e.g. 
Bayesian filters or Neural Network Filters) can 
still do a pretty good job. Also, this might also 
mean that content-independent AntiSpam filters 
might have a growth of impact in the following 
years. 
 
The Neural Network model (e.g. the modified 
ARTMAP model) presented here, can be 
considered a good asset to any AntiSpam 
solution, because of its proactive detection using 
non-exclusive heuristics and its extremely low 
false positive rate. Also, the inhibitory 
connections and the modified learning phase 
can also be used for other neural network 
models. 
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