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Abstract: This paper presents an artificial chemical reaction optimization algorithm (ACROA) and 
neural network based adaptive control scheme for robot manipulator (RM) to attain the desired trajectory 
tracking. Radial basis function neural network (RBFNN) is applied to approximate the uncertainties in 
robot dynamics. The network parameters in initial stage are optimized by utilizing ACROA. The RBFLN 
weights are determined based on adaptive tuning strategy in Lyapunov theory. Thus, the convergence and 
stability of whole system are guaranteed, and the tracking performance of RM is improved. The 
simulation results of two-link RM are represented to validate the efficiency of the proposed method. 
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1. INTRODUCTION 

In past decades, neural network control (NNC) method 
(Omidvar and Elliott, 1997) has been widely applied to 
control the motion of robot manipulators (Ge et al., 1997; 
Cheng et al., 2009; Wang et al., 2015). Generally, the control 
performance of robot manipulators are influenced by external 
disturbances and various uncertainties such as friction forces, 
unmodeled dynamics, and parameter variations (Spong et al., 
2005). It is hard to specifically attain the mathematical 
models in the design process for the control systems. Hence, 
the usual requirement of the NNC method is that it can 
decrease the influence of the external disturbances and the 
dynamic uncertainties on the system performance by utilizing 
its learning capability without detailed knowledge of robot 
manipulator. Especially, by using Gaussian function to 
replace sigmoid function in multilayer perceptron neural 
network, radial basis function neural network (RBFNN) has 
more compact topology, faster learning ability (Park and 
Sandberg, 1991; Billings et al., 2007), and more extensive 
application (Tang et al., 2013; Mahjoub et al., 2014; Han and 
Lee, 2015). Nevertheless, the RBFNN only have expected 
performance after learning for some time (Mu, 2010). In 
order to achieve expected performance in initial stage, the 
parameters of RBFNN need be optimized in advance. 

Recently, a novel metaheuristic optimization method was 
suggested by Alatas, namely artificial chemical reaction 
optimization algorithm (ACROA) (Alatas, 2011). The 
ACROA is developed based on the chemical reactions of 
molecules and the second law of thermodynamics, so a 
system tends to the lowest enthalpy and the highest entropy 
(Moran et al., 2014). In the ACROA, enthalpy or entropy can 
be used as objective function for minimization problem or 

maximization problem. ACROA is different from other 
optimization algorithms such as genetic algorithm (GA) 
(Whitley, 1994) and particle swarm optimization (PSO) (Poli 
et al., 2007) in a solution technique of optimization and 
search problem. In addition, the ACROA method has fewer 
parameters and is more robust than that of used in other 
optimization methods. Thus, ACROA is adapted to solve the 
optimization problems. The successful application of the 
ACROA for the mining of classification rules can be 
indicated in (Alatas, 2012). 

In this paper, an ACROA and RBFNN based adaptive control 
(ARNAC) system for robot manipulator is proposed to obtain 
the trajectory tracking performance with high accuracy. In the 
ARNAC scheme, firstly, the RBFNN with powerful learning 
capability is applied to approximate the robot dynamics 
function including the uncertainties. Secondly, a robust term 
is added into tracking control law to eliminate the external 
disturbances and functional approximation errors. Thirdly, by 
utilizing the ACROA to optimize the parameters of RBFLN 
in initial stage, the convergence rate and the tracking 
performance of the robot system are improved. Fourthly, an 
adaptive tuning strategy for the weights of RBFLN is derived 
from Lyapunov stability theory to guarantee the network 
convergence and the stable control performance. Finally, the 
numerical simulation results of two-link robot manipulator 
are represented to validate the robustness and the superiority 
of the proposed adaptive control method in comparison with 
other existing methods. 

The remainder of the paper is organized as follows. The 
preliminaries are described in section 2. The design 
procedure of the proposed control system is provided in 
section 3. Section 4 represents the numerical simulation 
results. Finally, section 5 shows the conclusions. 
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2. PRELIMINARIES 

2.1  Dynamics Model of Robot Manipulator 

Generally, the dynamics of an ݊-link robot manipulator can 
be presented under the Lagrange equation (Lewis et al., 
2003): 

ሷሻሺࡹ  ,ሺ ሶ ሻሶ  ሻሺࡳ  ሶሺࡲ ሻ  ࢛ ൌ  (1)         ࣎
 
where inertial matrix, Coriolis-centripetal matrix, gravity 
vector, and friction forces vector are denoted by ࡹሺሻ ∈
ܴൈ ,ሺ , ሶ ሻ ∈ ܴൈ ሻሺࡳ , ∈ ܴ , and ࡲሺሶ ሻ ∈ ܴ , 
respectively. ሺݐሻ ሶ , ሺݐሻ , and ሷ ሺݐሻ ∈ ܴ  are joint position 
vector, corresponding velocity vector, and corresponding 
acceleration vector, respectively. External disturbances are 
expressed by the vector ࢛ ∈ ܴ , and ࣎ ∈ ܴ  is a control 
vector of joint torques. 

In the robot dynamics, the following fundamental properties 
hold (Lewis et al., 2003): 

Property 1: ࡹሺሻ is a symmetric positive definite matrix and 
satisfies 

ࡵଵߩ  ሻሺࡹ  ;ࡵଶߩ ∀ ∈ ܴ           (2) 
 
where ࡵ ∈ ܴൈ  is the identity matrix, and ߩଵ  and ߩଶ  are 
positive constants. 

Property 2: The matrix ሾࡹሶ ሺሻ െ ሺ, ሶ ሻሿ  is skew-
symmetric and satisfies 

ሶࡹൣࢀࣆ ሺሻ െ ,ሺ2 ሶ ሻ൧ࣆ ൌ 0; ࣆ∀ ∈ ܴ          (3) 
 
Property 3: The following inequalities are satisfied: 
,ሺ‖ ሶ ሻ‖  ݇‖ሶ ‖ሻሺࡳ‖	;‖  ݇;	‖࢛‖  ݇௨; where ‖	. ‖ is 
Euclidean norm, and ݇, ݇, and ݇௨ are positive constants. 

2.2  Structure of RBFNN 

As illustrated in Figure 1, the structure of RBFNN includes  
input variables, ݎ hidden neurons, and ݊ output variables. For 
each layer in the RBFNN, input-output variables and radial 
basis functions are detailed as follows: 

Layer 1 (Input Layer): Consider a vector of input variables as 
ࣖ ൌ ሾߴଵ, ,ଶߴ … , ሿ்ߴ ∈ ܴ, the input variables will be directly 
transmitted to the hidden layer by the input neurons. 

Layer 2 (Hidden Layer): Each neuron in this layer is 
represented by a Gaussian radial basis function (GRBF) as 

߮ሺࣖሻ ൌ ݁
ି
ቛࣖషࢠೕቛ

మ

మ್ೕ
మ
; ݆ ൌ ሼ1, 2, … , ሽݎ

           (4) 

 
where ܾ ∈ ܴ  and ࢠ ൌ ሾݖଵ, ,ଶݖ … , ሿ்ݖ ∈ ܴ  are the 
variance and the centre vector of the ݆௧ GRBF, respectively. 
Then, the variance vector is denoted by 
࢈ ൌ ሾܾଵ, ܾଶ, … , ܾሿ் ∈ ܴ, and the centre matrix is expressed 
by ࢆ ൌ ሾࢠଵ, ,ଶࢠ … , ሿ்ࢠ ∈ ܴൈ. 

Layer 3 (Output Layer): Each output variable is an output 
neuron, and is calculated by the weighted sum technique as 
follows: 

ݕ ൌ ∑ ߮ݓ

ୀଵ ; ݅ ൌ ሼ1, 2, … , ݊ሽ           (5) 

 

where ݓ  denotes a weight between the ݆௧  hidden neuron 
and the ݅௧  output neuron. Then, the vector form of output 
variables can be described as 

࢟ ൌ ்࣐ࢃ ൌ ሾݕଵ, ,ଶݕ … ,  ሿ்           (6)ݕ
 
where ࣐ ൌ ሾ߮ଵ, ߮ଶ,… , ߮ሿ் ∈ ܴ  is the output vector of 
hidden layer, and the weight matrix between the hidden layer 
and the output layer is expressed by 

ࢃ ൌ ൦

ଵଵݓ ଶଵݓ
ଵଶݓ ଶଶݓ

… ଵݓ
… ଶݓ

⋮ ⋮
ଵݓ ଶݓ

⋱ ⋮
… ݓ

൪ ∈ ܴൈ          (7) 

 

 

Fig. 1. Structure of RBFNN. 

2.3  ACROA Method 

ACROA is a stochastic and adaptive search method. Its 
optimization is based on a chemical reaction process that 
leads to the transformation of chemical substances into 
another. The principle of ACROA contains five steps (more 
details about five steps can be found in (Alatas, 2011; Alatas, 
2012). 

Step 1: Optimization problem and initial parameters 

The optimization problem is defined as 

minimizeሼ݂ሺࢻሻሽ;	ߙ ∈ ܪ ൌ ߠൣ
 , ߠ

௨൧; 	݇ ൌ ሼ1, 2, … , ܰሽ   (8) 
 
where ݂ሺࢻሻ is a objective function, ࢻ ൌ ሾߙଵ, ,ଶߙ … ,  ேሿ is aߙ
decision variables vector, ܪ is the feasible range of values 
for the ݇௧  decision variable, ܰ  is the number of decision 
variables, and ߠ

௨ and ߠ
  are the upper and lower bounds of 

the ݇௧  decision variable, respectively. The different 
encoding type of molecules is appropriately used for each 
optimization problem. Furthermore, the parameter 
 is the initial population of reactants, is assigned ,݉ݑܴܰܿܽ݁
in this step. 
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Step 2: Initialization and evaluation for reactants 

The reactants are uniformly initialized in the possible 
solution region. The association rules are represented, and the 
value of objective function is evaluated. 

Step 3: Application of elementary reactions 

In the ACROA, there are five elementary reactions, namely 
decomposition reaction, redox1 reaction, synthesis reaction, 
displacement reaction, and redox2 reaction. 

Step 4: Updating reactants 

The chemical equilibrium is tested, and the new reactants are 
updated by evaluating the objective function values. 

Step 5: Checking termination criterion 

Step 3 and step 4 will be repeated until the termination 
criterion is met. 

3. DESIGN OF ARNAC 

3.1  Defined Control Law 

Given a desired trajectory ௗሺݐሻ ∈ ܴ , with ௗሺݐሻ ሶ , ௗሺݐሻ , 
and ሷ ௗሺݐሻ  are uniformly continuous and bounded, the 
tracking error between ௗ and  is 

ሻݐሺࢿ ൌ ሻݐௗሺ െ  ሻ             (9)ݐሺ
 
Then the filtered tracking error is represented as follows: 

ሻݐሺࢾ ൌ ሶࢿ   (10)           ࢿࢫ
 
where ࢫ expresses a diagonal and positive definite constant 
matrix. 

By differentiating (10) and using (9), the dynamics of (1) can 
be obtained as 

ሶࢾሻሺࡹ ൌ െሺ, ሶ ሻࢾ െ ࣎  ሺࣖሻ࢟   (11)        ࢛
 
where ࢟ሺࣖሻ  is a nonlinear dynamics function, and it is 
presented as 

ሺࣖሻ࢟ ൌ ሺሷ ࢊ  ሶࢿࢫ ሻࡹ  ሺሶ ௗ  ሻࢿࢫ  ࡳ   (12)       ࡲ
 
The vector ࣖ, is entailed to determine ࢟ሺࣖሻ, is specified as 

ࣖ ൌ ሾ	்ࢿ, ሶࢿ ், ௗ
், ሶ ௗ

், ሷ ௗ
்	ሿ்         (13) 

 
Consider a control input torque which is defined as follows: 

ௗ࣎ ൌ ෝሺࣖሻ࢟   (14)           ࢾࡷ
 
where gain matrix ࡷ ൌ ்ࡷ  0, and ࢟ෝሺࣖሻ is the estimate of 
the nonlinear function ࢟ሺࣖሻ. Then functional estimate error is 
determined by 

ሺࣖሻ࢟ ൌ ሺࣖሻ࢟ െ  ෝሺࣖሻ          (15)࢟
Hence, the dynamics of the closed-loop system become 

ሶࢾሻሺࡹ ൌ െሾࡷ  ,ሺ ሶ ሻሿࢾ   ௗ         (16)ࢼ
 

where ࢼௗ is defined by ࢼௗ ൌ ሺࣖሻ࢟	   This is a system of .࢛
the errors, wherein ࢿሶ  and ࢿ are driven by ࢟ሺࣖሻ. 

From (14), the proportional derivative (PD) control is 
incorporated in the control input torque ࣎ௗ , i.e., ࢾࡷ ൌ
ࢿࢫሺࡷ  ሶࢿ ሻ ≡ ࢿࡷ  ሶࢿࡷ , where ࡷ  and ࡷ  denote the 
diagonal and positive definite constant matrices. Moreover, in 
order to guarantee the stability for ࢾሺݐሻ, the dynamics as (16) 
is utilized to select an adaptive tuning strategy for the 
network parameters. Thus, the stability of a system which 
comprises the input as ࢾሺݐሻ and the output as ࢿሺݐሻ in (10) can 
be ensured, and ࢿሺݐሻ demonstrates stable behaviour (Liu and 
Lewis, 1992). Essentially, ‖ࢿሶ ‖ଶ  ଶ‖ࢾ‖ , and ‖ࢿ‖ଶ 
.	‖ , whereߣ/ଶ‖ࢾ‖ ‖ଶ demotes Euclidean norm, and ߣ 
is the minimum singular value of the matrix ࢫ. 

Property 4: A system with the dynamics as (16), which 
includes the input as ࢼௗሺݐሻ  and the output as ࢾሺݐሻ , is the 
state-strict passive system and validates the equality of a 
power form (Lewis et al., 2003). 

3.2  RBFNN Based Adaptive Control (NNBC) 

In this control scheme, an RBFNN is utilized to approximate 
the nonlinear function of the unmodeled dynamics. The input 
of the RBFNN is considered as ࣖ in (13), and the output of 
the RBFNN is considered as ࢟ሺࣖሻ in (12). Then, there exists 
an ideal matrix ࢃ∗ of RBFNN such that: 

ሺࣖሻ࢟ ൌ ࣐ࢀ∗ࢃ   (17)          ࣌
 
where ࣌  expresses the functional approximate error of the 
RBFNN, and it is arbitrarily decreased if the neuron number 
in the hidden layer is increased (i.e., ‖࣌‖  ݇ఙ, with ݇ఙ is a 
known positive constant). Suppose that the norm of ideal 
matrix is bounded by a known positive real value (‖ࢃ∗‖ 
ܹ௫), and ࢃ∗ is determined by known value (Spooner et 

al., 2001): 

∗ࢃ ൌ argminࢃ∈ௌೈൣsupࣖ∈ௌഛ‖࢟ሺࣖሻ െ்࣐ࢃ‖൧        (18) 
 
where ܵణ  and ܵௐ  denote the compact sets of ࣖ  and ࢃ , 
respectively. 

Actually, it is hard to exactly achieve the weight matrix ࢃ 
that the approximation for ࢟ሺࣖሻ is the best. Hence, the output 
vector of RBFNN, as in (6), is applied to estimate ࢟ሺࣖሻ in 
(17). Then, the RBFNN functional estimate, ࢟ෝ, is presented 
as 

ෝ࢟ ൌ  (19)           ࣐ࢀࢃ
 

where ࢃ is the estimative matrix of ࢃ, and it is provided by 
an adaptive tuning strategy. So the deviation of weight 
matrix, is denoted by ࢃ෪, is determined as ࢃ෪ ൌ ∗ࢃ െࢃ. 

Based on the definition of ࣎ௗ as in (14) and the presentation 
of ࢟ෝ as in (19), an tracking control law is designed as follows: 

࣎ ൌ ࣐ࢀࢃ ࢾࡷ  ሺ݇ఙ  ݇௨ሻsgnሺࢾሻ         (20) 
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where ࢃ࣐ࢀ  is applied to approximate the unmodeled 
dynamics, ࢾࡷ  is used to ensure the stability of control 
system, and ࣓ ≡ ሺ݇ఙ  ݇௨ሻsgnሺࢾሻ  is robust term for 
eliminating the functional reconstruction errors and the 
external disturbances. 

Thus, the dynamics of the closed-loop control system obtain 

ሶࢾࡹ ൌ െሺࡷ  ࢾሻ ࢃ෪࣐ࢀ  ࣌  ࢛ െ ሺ݇ఙ  ݇௨ሻsgnሺࢾሻ (21) 
 
Theorem 1: Consider an ݊ -link robot manipulator system 
which comprises the dynamics as described in (1) and (21), if 
the tracking control law is designed as (20), and the weight 
matrix of RBFNN is updated by the adaptive tuning strategy 
as 

ሶࢃ ൌ  (22)            ࢀࢾ࣐ࢄ
 
where ࢄ is a diagonal and positive definite constant matrix, 
then the control system is convergent and stable. 

Proof: Consider a Lyapunov function as 

ࣦ ≡ ࣦ൫ࢾሺݐሻ,ࢃ෪൯ ൌ
ଵ

ଶ
ࢾࡹ்ࢾ 

ଵ

ଶ
 ෪ሻ       (23)ࢃଵିࢄ෪்ࢃሺݎݐ

 
where ݎݐሺ	. ሻ expresses the trace operator. The time derivative 
of Lyapunov function is then: 

ሶࣦ ൌ ሶࢾࡹ்ࢾ 
ଵ

ଶ
ሶࡹ்ࢾ ࢾ  ݎݐ ቀࢃ෪்ିࢄଵࢃ෪ሶ ቁ        (24) 

 
Based on the Properties, (21), and (22), it is concluded that 

ሶࣦ ൌ െࢾࡷ்ࢾ 
ଵ

ଶ
ሶࡹ൫்ࢾ െ ࢾ൯2  ෪்ࢃݎݐ ቀିࢄଵࢃ෪ሶ  ቁ்ࢾ࣐ 

࣌ሺ்ࢾ  ሻ࢛ െ ሺ݇ఙ்ࢾ  ݇௨ሻsgnሺࢾሻ ൌ െࢾࡷ்ࢾ  ࣌ሺ்ࢾ  ሻ࢛ െ
ሺ݇ఙ‖ࢾ‖  ݇௨ሻ            (25) 
 

Thus, ሶࣦ ൫ࢾሺݐሻ,ࢃ෪൯  െࢾࡷ்ࢾ  0 , and ख൫ࢾሺݐሻ,ࢃ෪൯ 
ख൫ࢾሺ0ሻ,ࢃ෪൯ . It means that ࢾሺݐሻ  and ࢃ෪  are uniformly 
bounded. Let a function as ߛሺݐሻ ൌ ࢾࡷ்ࢾ  െ ሶࣦ . By 
integrating ߛሺݐሻ with respect to time, it can be attained 

 ݐሻ݀ݐሺߛ
௧
  ख൫ࢾሺ0ሻ,ࢃ෪൯ െ ख൫ࢾሺݐሻ,ࢃ෪൯        (26) 

 

Since ख൫ࢾሺ0ሻ,ࢃ෪൯  is bounded, and ख൫ࢾሺݐሻ,ࢃ෪൯  is bounded 

and non-increasing, so lim௧→ஶ  ݐሻ݀ݐሺߛ
௧
 ൏ ∞ , and ߛሶሺݐሻ  is 

bounded. According to Barbalat’s Lemma in (Astrom and 
Wittenmark, 2008), it can be proved that lim௧→ஶ ሻݐሺߛ ൌ 0. In 
other words, ࢾሺݐሻ → 0  when ݐ → ∞ . This completes the 
proof. 

3.3  ACROA Based Optimized RBFNN Parameters 

In order to improve the convergence rate and achieve the 
expected performance of RBFNN based control system in 
initial stage, the parameters of RBFNN need to be optimized 
in advance (Mu, 2010). The optimization of RBFNN 
parameters (i.e., ࢆ ,࢈, and ࢃ) by ACROA, is described as in 
Figure 2, contains the following steps: 

Step 1: The reactants are randomly initialized in the search 
region. Each molecule is encoded as a vector including all the 
elements of ࢆ ,࢈, and ࢃ. 

Step 2: Each reactant corresponds to an RBFNN structure in 
the model-based system. The objective function value of 
reactants is determined by ݂ ൌ  .ଶ/2‖ࢿ‖

Step 3: The evaluation is implemented for the objective 
function values of reactants. A new reactant will be included 
when its objective function value is lowest, and a worse 
reactant will be excluded. 

Step 4: The optimization process is repeated until the 
termination criterion is met. Then, the best reactant 
corresponds to the optimal parameters of RBFNN (i.e., ࢈, 
 .(ࢃ , andࢆ

 

Fig. 2. Flow chart of RBFNN parameters optimization based 
on ACROA. 

3.4  Proposed ARNAC system 

Herein, an ARNAC system is proposed as in Figure 3 for 
tracking the desired trajectory of robot manipulator. The 
input of RBFNN, as in (13), includes the desired trajectories 
and the filtered tracking errors. The output of RBFNN, is the 
RBFNN functional estimate as in (19), is used to approximate 
the nonlinear dynamics function as in (12). The control input 
torque of robot manipulator is designed as (20). 

According to Theorem 1, the closed-loop dynamics system as 
(21) is convergent and stable. Additionally, as mentioned 
above, the optimal RBFNN parameters (i.e., ࢈, ࢆ, and ࢃ) 
will be used as initial parameters in the system instead of the 
random generation of them. Therefore, the convergence rate 
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of system is improved, and the tracking performance can be 
obtained with high accuracy. 

 

Fig. 3. Structure of ARNAC system. 

4. NUMERICAL SIMULATION RESULTS 

In this simulation, a two-link robot manipulator, as illustrated 
in Figure 4, is considered to validate the efficiency and 
robustness of the proposed ARNAC system. The dynamics 
parameters of two-link robot manipulator are detailed as 
follows: 

ሻሺࡹ ൌ 
ଵଵܯ ଵଶܯ
ଶଵܯ ଶଶܯ

൨ ଶଶܯ	; ൌ ݉ଶ݈ଶ
ଶ;	ܯଵଵ ൌ ሺ݉ଵ ݉ଶሻ݈ଵଶ 

݉ଶ݈ଶ
ଶ  2݉ଶ݈ଵ݈ଶcosሺݍଶሻ;	ܯଶଵ ൌ ଵଶܯ ൌ ݉ଶ݈ଶ

ଶ 

݉ଶ݈ଵ݈ଶcosሺݍଶሻ; ,ሺ	 ሶ ሻ ൌ 
ଵଵܥ ଵଶܥ
ଶଵܥ ଶଶܥ

൨ ; ଶଶܥ	 ൌ ଵଵܥ	;0 ൌ

െ݉ଶ݈ଵ݈ଶݍሶଶsinሺݍଶሻ;	ܥଶଵ ൌ ݉ଶ݈ଵ݈ଶݍሶଵsinሺݍଶሻ;	ܥଵଶ ൌ

െ݉ଶ݈ଵ݈ଶሺݍሶଵ  ;ଶሻݍሶଶሻsinሺݍ ሻሺࡳ	 ൌ 
ଵܩ
ଵܩ
൨ ଵܩ	; ൌ

݃ሺ݉ଵ  ݉ଶሻ݈ଵcosሺݍଶሻ  ݃݉ଶ݈ଶcosሺݍଵ  ଶܩ	;ଶሻݍ ൌ
݃݉ଶ݈ଶcosሺݍଵ   ଶሻ          (27)ݍ
 

where ݃ ൌ 9.81 (m/s2). The nominal parameters of the robot 
system are given as in Tables 1, and the desired trajectories 
are chosen by: ݍௗଵሺݐሻ ൌ 0.3cosሺݐሻ  0.7sinሺ2ݐሻ;	ݍௗଶሺݐሻ ൌ
0.3sinሺݐሻ  0.7cosሺ2ݐሻ. 

 

Fig. 4. Structure of two-link robot manipulator. 

 

Table 1.  The nominal parameters of the robot system. 

Link Mass 
݉ 

(kg) 

Length 
݈ 

(m) 

Initial 
position ሺ0ሻ 

(rad) 

Initial 
velocity ሶ ሺ0ሻ 

(rad/s) 
Link 1 2 0.8 0.6 0
Link 2 1 1 0.4 0 

 

In order to demonstrate the robustness and the superior 
control performance of the ARNAC system, not only the 
ARNAC system but also computed torque control (CTC) 
system, PD control system (Haddad and Chellaboina, 2008), 
and NNBC are simulated for comparison. On the other hand, 
the external disturbances and the various uncertainties which 
influence the control performance of system are also 
considered, where the conditions are the same for all control 
systems. 

Firstly, the friction forces term, at the beginning, is 
formulated as follows (Shang et al., 2009): 

ሶሺࡲ ሻ ൌ ሾ ௩݂ଵݍሶଵ  ݂ଵsgnሺݍሶଵሻ, ௩݂ଶݍሶଶ  ݂ଶsgnሺݍሶଶሻሿ்       (28) 
 
where the viscous friction coefficients and the Coulomb 
friction forces of links 1 and 2, respectively, are given as 
௩݂ଵ ൌ 10, ݂ଵ ൌ 0.4, ௩݂ଶ ൌ 3,  ݂ଶ ൌ 0.1. 

Secondly, the parameter variation, arising at 3 seconds, is that 
a weight ݉௪ is added to the mass of second link: 

݉ଶ ൌ 1 ݉௪ ൌ 1  0.5 ൌ 1.5         (29) 
 
Thirdly, the external disturbances, occurring at 6 seconds, are 
considered as the external forces which are inserted into the 
robot system: 

࢛ ൌ ሾ2cosሺ10ݐሻ, 10sinሺ10ݐሻሿ்          (30) 
 
In addition, root mean square error (RMSE), is one of the 
most common measures, is utilized to exhibit the dominance 
of the ARNAC system distinctly. 

ܧܵܯܴ ൌ ට
ଵ

ೞ்
∑ ሾݍௗሺݏሻ െ ሻሿଶೞ்ݏሺݍ
௦ୀଵ ; ݅ ൌ ሼ1, 2ሽ       (31) 

 

where ݍௗሺݏሻ  is the ݏ௧  element in ݍௗ ሻݏሺݍ ,  is the ݏ௧ 
element in ݍ, and ௦ܶ expresses the total sampling instants. 

In this paper, the simulation is carried out using the Windows 
Matlab. 

4.1  Computed Torque Control for Robot Manipulator 

Figure 5 describes the computed torque control (CTC) 
system, with the control input torque ࣎௧ as 

௧࣎ ൌ ሺࡷࢿ 	ࡷ௧ࢿሶ  ሷ ௗሻࡹ  ሶ    (32)        ࡳ
 
where ࡷ and ࡷ௧ are gain matrices, and they are given by: 

ࡷ ൌ ቂ60 0
0 80

ቃ ௧ࡷ	; ൌ ቂ15 0
0 35

ቃ         (33) 
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Fig. 5. Structure of CTC System. 

The determination of ࡷ  and ࡷ௧  is based on the roots of 
ሺࡷࢿ 	ࡷ௧ࢿሶ ൌ 0ሻ strictly lie in the complex-plane left-haft, 
i.e., lim௧→ஶ ሻݐሺࢿ ൌ 0 . It implies that the CTC system is 
asymptotically and globally stable when the robot dynamics 
are considered without the uncertainties and the external 
disturbances. Nevertheless, when the system is disturbed by 
the uncertainties and the external disturbances, the stability of 
control system can be demolished. The simulation responses 
containing joint position, tracking error, RMSE, and control 
input torque for the CTC system are shown in Figures 6-7. 

 

Fig. 6.  Joint position and tracking error in the CTC control 
system: (a) Joint position and tracking error of link 1, (b) 
Joint position and tracking error of link 2. 

From Figures 6-7, the beneficial tracking responses are only 
achieved in the nominal condition. Unfavourable tracking 
responses appear when the friction forces, the parameter 
variation, and the external disturbances occur. Actually, 
because the occurrence of the uncertainties and the external 
disturbances in the system, it is difficult to determine ࡷ and 
 .௧ reasonablyࡷ

 

Fig. 7.  Control input torque and RMSE in the CTC control 
system: (a) Control input torque of links, (b) RMSE of links. 

4.2  PD Control for Robot Manipulator 

Figure 8 illustrates a PD control system, with the control 
input torque ࣎ௗ is defined as 

ௗ࣎ ൌ ࢿࡷ 	ࡷௗࢿሶ           (34) 
 
where ࡷ and ࡷௗ are gain matrices, and are given as 

ࡷ ൌ ቂ1400 0
0 800

ቃ ௗࡷ	; ൌ ቂ35 0
0 20

ቃ        (35) 

 

 

Fig. 8. Structure of PD System. 

The determination of ࡷ  and ࡷௗ  is derived from the step 
responses of the controlled plant according to the tuning rules 
of Ziegler Nichols (Astrom and Wittenmark, 2008). 
Generally, ࡷ is chosen based on the satisfaction of steady 
state. For selecting ࡷௗ, when its magnitude is increased, the 
noises of high frequency are amplified in the system. The 
simulation responses for the PD system are displayed in 
Figures 9-10. 
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Fig. 9.  Joint position and tracking error in the PD control 
system: (a) Joint position and tracking error of link 1, (b) 
Joint position and tracking error of link 2. 

 

Fig. 10.  Control input torque and RMSE in the PD control 
system: (a) Control input torque of links, (b) RMSE of links. 

According to the simulation results in Figures 9-10, the 
system is stable, and the tracking responses are enhanced. 
However, the convergences of the control performance are 
still sluggish. 

4.3  NNBC for Robot Manipulator 

Herein, the NNBC system can be considered as the ARNAC 
system without ACROA. In this NNBC system, the values of 
the parameters are fixed as follows: 

ࢫ ൌ ቂ10 0
0 5

ቃ ; ࡷ		 ൌ ቂ55 0
0 40

ቃ ; ࢄ		 ൌ ቂ20 0
0 20

ቃ ; ݎ		 ൌ 10;  

݇௨ ൌ ݇ఙ ൌ 0.5            (36) 
 
The elements of ࢆ ,࢈, and ࢃ are randomly selected in ranges 
of ሾെ10, 10ሿ , ሾെ1, 1ሿ , and ሾെ5, 5ሿ , respectively. The 
simulation results comprising joint position, tracking error, 
RMSE, and control input torque for ARNAC system are 
depicted in Figures 11-12. 

 

Fig. 11.  Joint position and tracking error in the NNBC 
system: (a) Joint position and tracking error of link 1, (b) 
Joint position and tracking error of link 2. 

Figures 11-12 show that the response of joint position is 
controlled to track the desired trajectory. Also, under the 
presence of the uncertainties and the external disturbances, 
position tracking error is regularly decreased due to learning 
capability of RBFNN. Nonetheless, the RBFNN parameters 
are selected roughly, there inescapably exists non-optimal 
parameters. Therefore, the convergence rate of system and 
the tracking errors can get better when the network 
parameters are optimized. 
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Fig. 12.  Control input torque and RMSE in the NNBC 
system: (a) Control input torque of links, (b) RMSE of links. 

4.4  ARNAC for Robot Manipulator 

As described in Figure 3, the ARNAC is utilized to compare 
with CTC, PD control, and NNBC. Similarly, the detailed 
parameters of ARNAC system are determined as in (36). In 
the implementation of ACROA, the initial population is set 
by ܴ݁ܽܿܰ݉ݑ ൌ 50 , and the termination criterion is 
considered as 100 iterations. The initial reactants, include all 
elements of ࢈ ࢆ , , and ࢃ , are generated over the search 
regions of ሾെ10, 10ሿ , ሾെ1, 1ሿ , and ሾെ5, 5ሿ , 
respectively. The simulation results for the ARNAC system 
are represented in Figures 13-14. Furthermore, the 
approximate error of the function ࢟ሺࣖሻ for the NNBC system 
and the ARNAC system are illustrated in Figure 15, and the 
values of RMSE of four above control systems are also 
displayed in Table 2 for comparison. 

In Figures 13-14, the joint positions can be controlled to 
closely track the desired trajectory with high accuracy, and 
the tracking error is improved considerably. Although in the 
occurrence of the external disturbances and the uncertainties, 
the convergence and the robustness of the ARNAC system 
are ensured. In comparison with the results in Figures 6-7 and 
Figures 9-12, the results in Figures 13-14 indicate that the 
ARNAC system achieves better-quality tracking performance 
without the chattering. Additionally, as observed from Figure 
15, the ARNAC system can reach lower approximate error 
than the NNBC system. 

 

Fig. 13.  Joint position and tracking error in the ARNAC 
system: (a) Joint position and tracking error of link 1, (b) 
Joint position and tracking error of link 2. 

 

Fig. 14.  Control input torque and RMSE in the ARNAC 
system: (a) Control input torque of links, (b) RMSE of links. 
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Table 2.  RMSE of four control systems. 

RMSE CTC PD Control NNBC ARNAC 
ଵ (rad) 0.112 0.061ܧܵܯܴ 0.046 0.033
 ଶ (rad) 0.132 0.057 0.053 0.041ܧܵܯܴ

 

 

Fig. 15.  Approximate error of function ࢟: (a) Approximate 
error of ࢟ for the NNBC system, (b) Approximate error of ࢟ 
for the ARNAC system. 

The simulation results in Figures 6-7, Figures 9-15, and 
Table 2 demonstrate that the proposed ARNAC system 
attains smaller RMSE and tracking errors, while the 
convergence performance is better than the NNBC system, 
the PD control system, and the CTC system. 

5. CONCLUSIONS 

This paper has contributed a new method, namely ARNAC, 
to robotic control domain in the term of desired trajectory 
tracking. In the ARNAC scheme, both the tracking control 
law and the adaptive tuning strategy are derived from 
Lyapunov theory to guarantee the stability and robustness of 
whole system as well as the network convergence. Moreover, 
by utilizing the ACROA to achieve the optimal parameters of 
RBFLN in initial stage, the convergence rate and the tracking 
performance are improved significantly. Consequently, the 
proposed system attains the high-accuracy tracking 
performance without the detailed knowledge of the robot 
dynamics. Finally, the numerical simulation results of two-
link robot manipulator exhibit that the joint positions can 
closely track the desired positions although in the appearance 
of the external disturbances and the various uncertainties. In 
comparison with other existing control methods containing 

CTC, PD Control, and NNBC, the ARNAC obtains lower 
tracking errors and faster convergence rates. 
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