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Abstract: In recent years, increasing attention has been paid towards applying wireless
technology for control. This is due to its advantages of flexibility, scalability, use of fewer cables
and overall reduced operational cost compared to its wired counterpart. However, the technology
is often affected by stochastic delay and high frequency noise. PIDs are ill-equipped to deal with
these problems while model based controllers such as dead-time compensators (DTCs) like Smith
predictor and internal model controllers (IMCs) are complex and require exact plant model for
implementation. Thus, predictive PI (PPI) controller being a settlement between the PIDs and
the model based controllers is a good candidate. The PPI retains simplicity of the PID, it has
the ability to predict long time delay and can be used even with model mismatch. However,
the PPI is severely affected by high frequency noise. Therefore, this paper proposes a Filtered
PPI controller that can be used even in the presence of high frequency noise. Simulation and
experimental results proved the viability of the proposed method.
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1. INTRODUCTION

It is evident that the coming on board of the two industrial
wireless standards: WirelessHART and ISA100 Wireless
(Chen et al., 2010b; Fadel et al., 2015) has triggered
researchers both in the industrial and academic sectors
to look into the possibility of applying them to not only
monitoring, but also for control (De Biasi et al., 2008; Fer-
rari et al., 2013; Santos et al., 2015; Hassan et al., 2016b;
Chung et al., 2016a; Blevins et al., 2015, 2016). While the
WirelessHART is based on the traditional Highway Ad-
dressable Remote Transducer (HART) protocol developed
by HART Communication Foundation (HCF), the ISA100
Wireless is developed by the International Society of Au-
tomation (ISA). The two standards have both been ratified
by the International Electrotechnical Commission (IEC)
to specifically take care of the industrial need for wireless
monitoring and control applications. Key features of the
standards is that they are based on the IEEE 802.15.4
physical layer and both support mesh topology network
which makes them highly reliable. Furthermore, they both
transmit on the 2.4GHz Industrial Scientific and Medical
(ISM) radio frequency band. In terms of security, the two
standards ensure protection through payload encryption
and message authentication. This is achieved through the
use of Advanced Industry Standard (AES)-128 cipher keys
(Petersen and Carlsen, 2011). It should be noted that there
is already close to forty million HART compliant devices
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already installed globally (Olenewa, 2013; Hassan et al.,
2017), thus the standard has the potential of being the
leader in wireless monitoring and control applications. The
difference between the two industrial standards and those
before them is that, previous standards such as Bluetooth,
Wi-Fi and ZigBee did not satisfy the industrial require-
ments of reliability, scalability and device interoperability
(Chen et al., 2010a,b).

The merits of wireless technology in the industry includes
significant reduction in cabling and installation, mainte-
nance, reconfiguration, commissioning and decommission-
ing times. Improved reliability and flexibility are some the
obtainable benefits if mesh wireless standard is used in
the industry. Another advantage of wireless is that it can
be deployed in remote and or hazardous environments.
Unlike its wired counterpart, the technology could easily
be deployed in mobile and rotating platforms (Ikram and
Thornhill, 2010; Winter et al., 2016). However, despite
these advantages offered by this promising technology, its
usage in the industry is not devoid of challenges (Ikram
and Thornhill, 2010). For example, using wireless trans-
mitters in the wireless network introduces stochastic delay
into the control loop. Other challenges are noise due to
interference in the communication path and uncertainties
such as packet loss due to packet drop-out (Blevins et al.,
2014, 2016; Chung et al., 2016b). Other factors that could
potentially degrade network control performance are, ap-
proximation of higher order systems with lower ones and
process dead-time. The latter may occur due to several fac-
tors such as transportation time of material from sensor to



14 Control Engineering and Applied Informatics

actuator and verse versa, communication and computation
delays, and time lag accumulation of a serially connected
dynamic systems (Wang et al., 2014).

It is difficult to control processes characterised by long
dead-time and variable network delay with standard feed-
back controllers such as PID. Although at the lowest
control level the PIDs are the most employed (Larsson and
Hägglund, 2011, 2012), their usage extends to even higher
level control. The patronage enjoyed by PIDs is mainly
due to the key features of simplicity and ease of tuning
manually. The derivative term of the PID is usually turned
off due to its sensitivity to noise. Thus, the PI controller is
the most commonly used among the PID variants (Huba,
2013). Consequently, when PIDs are used in environments
such as WirelessHART, the result is oscillation and in-
stability because the PIDs are limited in gain (Tan et al.,
2010). Although adding a derivative action to PI controller
to achieve PID leads to phase advance hence predictive
capability (see Larsson and Hägglund (2012)), this does
not work well when long dead-time and high frequency
noise are involved due to the earlier stated reason of noise
sensitivity. Furthermore, the predictive mechanism of the
PID is not suitable when considering non minimum phase.

To improve the performance of closed loop systems with
long dead-time, the use of DTCs and MPCs such as Smith
predictors and IMCs have been proposed by researchers
(Normey-Rico and Camacho, 2008; Jha et al., 2014).
The drawbacks of DTCs and MPCs is that they require
precise model of the system, hence complex to develop
and implement (Hassan et al., 2016b; Shinskey, 2001; Tan
et al., 2010).

In order to avoid the complexity of the DTCs, MPCs and
the poor performance of the PIDs, a special DTC; the PPI
controller was proposed in 1992 by Hägglund (Larsson,
2011). For applications involving long process dead-time
and/or stochastic delays, the PPI can be a settlement be-
tween the simple but poor performance PID and the com-
plex MPC (Larsson and Hägglund, 2012). This controller
is adopted for wireless networked control systems (WNCS)
characterized by stochastic network delay and long process
dead-time in our previous work (Hassan et al., 2016a).
The advantages of the PPI is that in the design, model
mismatch is accommodated, it can deal with integrating
processes and has fewer tunable parameters compared to
other model based compensators (Larsson and Hägglund,
2012). Furthermore, while both the Smith predictor and
IMC controllers need systematic experimentation to iden-
tify process parameters for the design of controller, the
PPI controller does not require this identification process.
Hence, the parameters of the controller can be manually
tuned. In comparison, with the PID controller, prediction
in PPI controller is possible even with long dead-time
without amplifying high frequency noise. Thus, the PPI
is expected to give faster responses than the PID if the
dead-time is long.

To demonstrate the similarities of the PID with the PPI in
terms of simplicity, consider for example controlling a first
order plus dead time (FOPDT) system commonly used
to represent practical systems, five and four parameters
are required to be tuned if Smith predictor and IMC are
used respectively. On the other hand, three parameters are

Table 1. Comparison of tunable parameters

Control Type
Parameters

Model Controller

PID - - - Kc Ti Kd

PPI - - Lp Kc Ti -

Smith Predictor K T Lp Kc Ti -

IMC K T Lp - Tcl -

required to be tuned for both PID and PPI controllers as
shown in Table 1. As seen from the table, while both IMC
and Smith predictor requires full knowledge of the model
parameters, the PPI only requires the estimate of the delay
in the system. The other two parameters of the PPI can
be tuned the same way as tuning PI controller (Johansson,
2001).

High frequency measurement noise can degenerate the per-
formance of control system by generating control activity
that may lead to wearing of the actuator (Larsson and
Hägglund, 2011; Segovia et al., 2014). Other effects of
the noise apart from the wearing of the actuator are heat
dissipation, acoustic sound, increase production cost and
a reduction in overall control precision (Huba and Belai,
2014). Thus, DTCs, MPCs and PIDs can be designed to
have good load regulation and robustness. However, when
this high frequency measurement noise is involved, the
load regulation capability need to be backed by additional
filtering. This is to curtail straining of the actuator by
large signals due to undesired control activity caused by
the noise. The typical PPI controller adopted for wireless
environment is not immune from this effect. Thus, this
work proposes an improvement to the PPI structure by
incorporating a filter into the design. The filter if appro-
priately chosen will improve a closed loop control perfor-
mance. Thus, this work proposes an improvement to the
PPI structure by incorporating a filter into the design.The
filter if appropriately chosen will improve a closed loop
control performance (Huba, 2015). This implies additional
parameter to be tuned (filter time constant). Despite the
additional parameter, the FPPI can still retains its com-
parative advantages over both PID and MPCs.

The rest of the paper is structured as follows: related work
is given in Section 2 while Section 3 gives the detailed
explanation on the FPPI design. Section 4 gives the pro-
cedure for network delay estimation and plant model selec-
tion and WirelessHART hardware in the loop simulation
(WH-HILS). Section 5 presents result discussion while the
last section draws conclusion.

2. RELATED WORK

Several works have been reported towards extending the
application of WirelessHART technology for control. Ma-
jority of this works are geared towards solving the prob-
lems of delay and packet drop-out in the control network.
The use of exponentially weighted moving average filter
to take care of packet drop-out and wired link delay has
been reported in Chung et al. (2016b). Although the filter
has the potential of being used alongside DTC technique,
it has not yet been used to compensate for long dead-time
delayed networks. The use of setpoint weighting technique
has been proposed for wireless environment in Hassan
et al. (2016b). This technique has the potential of improv-
ing significantly the control performance even with long
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Fig. 1. Network delay representation in a single loop
WNCS

dead-time. However, implementing the setpoint weighting
function could be costly since model of the system is de-
sirable although not compulsory. PID-plus algorithm was
proposed by Blevins et al. (2014) to be used in a wireless
environment. The drawback of this technique is that it is
still limited by the gain limitation of the traditional PID
if used for process with long dead-time.

Several works regarding delay compensation techniques
such as IMCs, DTCs and PPI controller have been re-
ported in the literature. A comprehensive survey of several
DTCs is can be found in Normey-Rico and Camacho
(2008). A new predictive PI controoller with additional
filtering was proposed in Ribić and Mataušek (2012). Here,
the prediction is achieved through the use of disturbance
observer (DO). Comparison between two degree of freedom
(2DOF) PI controller and a filtered PI based on predictive
disturbance observer (PDO) approach was presented in
Huba (2013). In that work, it was shown that enhanced
loop performance can be achieved with the PDO based
PPI. Arousi et al. (2008) proposed adding a prediction
algorithm to the traditional PID algorithm. Here, a noise
filter is considered as part of the design parameter. How-
ever, only one simulation example is considered with a
short dead-time of less than 1s. In Larsson and Hägglund
(2012), a comprehensive comparison between PPI con-
troller and robust PID is presented. The authors high-
lighted the potential of using measurement filter for PPI
controller. In De Biasi et al. (2008), the PPI controller
was used alongside typical PID to simulate for control of
WirelessHART network subject to clock drift. However,
this work is based purely on simulation hence, there was
no reference to neither real-time delay nor noise.

3. FILTERED PPI CONTROLLER DESIGN FOR
WirelessHART NETWORK

3.1 Typical Wireless Networked Control Structure

A single loop WNCS characterized by network delay can
be represented as shown in Fig. 1. From the figure, total
network delay (τN ) is given as

τN = τca + τsc (1)

where τca is the controller-to-actuator delay and τsc is
the sensor-to-controller delay. Assuming commutativity
between the terms in the loop, the process dead-time (Lp)
can be added to the network delay to obtain the total loop
delay as

L = τN + Lp (2)

Kc +
+

1

1 + sTi
e−sLp

E(s) U(s)

Fig. 2. Implementation of a typical PPI controller

3.2 Typical PPI Structure

Assuming the plant’s transfer function in Fig. 1 is a
FOPDT given as

Gp(s) =
K

1 + Ts
e−sLp (3)

where Gn(s) = K/(1 + Ts). The plant parameters K, Lp
and T are the process gain, dead-time and time constant
respectively.

The transfer function of the closed loop sans the wireless
network is given as

Go(s) =
Gp(s)Gc(s)

1 +Gp(s)Gc(s)
(4)

Thus from (4), controller Gc(s) is obtained as

Gc(s) =
1

Gp(s)

Go(s)

1−Go(s)
(5)

Define the desired closed loop transfer function in (4) as

Go(s) =
1

1 + sT
e−sLp (6)

Using (3) and (6) in (5), the controller is expressed as

Gc(s) =
1 + sT

K(1 + sT − e−sLp)
(7)

Expressing Gc(s) of (7) in terms its input-output relation-
ship we have

(1 + sT − e−sLp)U(s) =
1

K
(1 + sT )E(s) (8)

where E(s) is the error and U(s) is the control signal.
Thus, (8) can be expressed as follows:

U(s) =
1

K

(
1 +

1

sT

)
E(s)− 1

sT

(
1− e−sLp

)
U(s) (9)

Observing (9), it can be seen that a PI controller acts
uponE(s) and the prediction is accomplished through low-
pass filtering U(s). Hence, the PPI control action. It should
be noted that, if the delay term Lp = 0, the controller is a
simple PI with gain Kc = 1/K and time constant Ti = T .
On the other hand when Lp > 0, (9) can be written as

U(s) = KcE(s) +
1

1 + Tis
e−sLpU(s) (10)

The block diagram implementation of (10) is shown in Fig.
2. Furthermore, (10) can be written in the form of transfer
function and be factored in to cascade of predictor and PI
controllers i.e. Gc(s) = CPI(s)Cpred(s) as follows:

Gc(s) = Kc

(
1 +

1

Tis

)( 1

1 + 1
Tis

(1− e−sLp)

)
(11)
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Fig. 3. Predictor frequency response

Thus, the right hand side of (11) can be fragmented into
two components and be written in form of the following
equations:

CPI(s) = Kc

(
1 +

1

Tis

)
(12)

and

Cpred(s) =
1

1 + 1
Tis

(1− e−sLp)
(13)

where (12) is the PI controller and (13) is the predictor.

The relationship between plant and controller parameters
is not always K = 1/Kc and T = Ti, they are actually
related as K = α/Kc and T = βTi, where α and β are
tunable parameters. For the first order system as discussed
earlier, these constants are chosen to be unity each.

3.3 Prediction in PPI

Consider the predictor given in (13), its behaviour is
governed by the ratio Lp/Ti. Additionally, the predictor
contains only left hand plane poles for all values of Ti.
Therefore, Taylor series expansion of equation (13) for
small value of s gives

Cpred(s) ≈
1

1 +
Lp

Ti

(
1 +

1

2

(
Lp

Ti

)2

Lp

Ti

Tis+ ....

)
(14)

Thus, the static gain of the predictor is given as

Cpred(0) =
1

1 +
Lp

Ti

(15)

Furthermore, the PPI controller is only equal to PI-Smith
predictor controller for certain parameter values where
model matching is necessary. Thus, the performance of
the PPI can be improved even without considering model
matching. The frequency plot of the predictor (see Fig. 3)
shows that for high frequencies, the gain of the predictor
approaches unity while the phase advance falls rapidly to
zero.

3.4 Wireless Network PPI Structure

Consider the process in Fig. 1 now with the wireless
network characterised by both network delay τN and
process dead-time Lp, the total loop delay is given in (2).
If the controller Gc(s) is the PPI controller of Fig. 2, the
delay Lp is substituted with the total loop delay L, the

Kc +
+ F (s)

1

1 + sTi
e−sLp

E(s) U(s)

Fig. 4. Implementation of FPPI controller

PPI controller for the wireless systems can be expressed
as (16).

U(s) = KcE(s) +
1

1 + Tis
e−sLU(s) (16)

The controller Gc(s) will now be written in terms of the
loop delay L as

Gc(s) = Kc

(
1 +

1

Tis

)( 1

1 + 1
Tis

(1− e−sL)

)
(17)

3.5 Proposed Filtered PPI (FPPI) Controller Structure

Consider the FPPI structure shown in Fig. 4, the transfer
function is given as

Gcf (s) =
U(s)

E(s)
=

KcF (s)

1− 1

1 + sTi
e−sLF (s)

(18)

where F (s) is a filter transfer function. Thus, (18) can be
expressed as

U(s) =
(
KcE(s) +

1

1 + sTi
e−sLU(s)

)
F (s) (19)

From (19), it can be seen that the PPI control action is
passed through a filter F (s) to achieve the control action
of the FPPI controller. This implies that both the error
signal and prediction term are filtered to achieve better
performance. The FPPI as implemented in the wireless
network is shown in Fig. 5. The filter structure will be
discussed in the following section.

3.6 Filter Structure

Consider the predictor of the PPI controller given in (13),
its gain approaches unity at high frequencies (Larsson
and Hägglund, 2012; Åström and Hägglund, 2006). This
clearly indicates that the first order measurement filter
should be used for the PPI controller. This point has
also been corroborated by Larsson and Hägglund (2009).
Consequently, the following filter structure is used:

F (s) =
1

1 + sTf
, Tf > 0 (20)

where the filter time constant Tf = εL and ε > 0.

The digital implementation of the filter for k ∈ {1, 2, 3, ....}
can be achieved by using the following recursive relation-
ships:

for k = 1,
y(1) = u(1) (21)

for k > 1,

y(k) = (1− γ)y(k − 1) + γu(k) (22)

where γ = h
Tf+h is the filter constant, h is the sampling

period and should be chosen to be h ≤ Tf

5 .
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Fig. 5. Wireless networked FPPI control structure

The filter in (20) is also referred to as exponentially
weighted moving average filter. In this kind of filter, the
weighting factor γ decreases exponentially as the time
progresses by allocating higher weights at the beginning.

3.7 Robustness and Stability Analysis

For the Robustness analysis of the proposed approach,
the extended complementary sensitivity function and ex-
tended sensitivity function methods proposed by Larsson
and Hägglund (2009) will be considered. In this method,
which was also adopted by same authors in Larsson and
Hägglund (2012), the model uncertainties were divided
into dead-time and non dead-time based. The robustness
computation is established on the open loop transfer func-
tion.

If (19) is the control action of FPPI i.e., Gcf (s), the total
delay in Fig. 5 is given as (2). Under nominal conditions,
the entire process model inclusive of network delay can be
expressed as

G(s) = Gn(s)e−sL (23)

where, Gn(s) is the delay free process.

Consider some deviation from nominal conditions where
there is variation in both process, dead-time and network
induced delays. Assume that the delay error is ∆L ∈
[∆Lmin,∆Lmax]. Assume also that the multiplicative un-
certainty of the process G(s) is ∆G(s), the entire process
together with uncertainties if assumed to be norm bounded
can be written as

Ĝ(s) = Gn(s)

(
1 +

∆G(s)

Gn(s)

)
e−s(L+∆L) (24)

If the inverse multiplicative uncertainty is considered, the
process model can as well be written as

Ĝ(s) = Gn(s)

(
1 +

∆G(s)

Gn(s)

)−1

e−s(L+∆L) (25)

With the controller Gcf (s), the nominal open loop in

the frequency domain Gcf (iω)Ĝ(iω) is thus assumed to
be stable and norm bounded. Therefore, robust stability
condition based on inverse multiplicative uncertainty can
be given as∣∣∣∣∣∣1 +Gcf (iω)Gn(iω)

(
1 +

∆G(iω)

Gn(iω)

)−1

e−iω(L+∆L)

∣∣∣∣∣∣ > 0

the above inequality can be written as∣∣∣∣1 +
∆G(iω)

Gn(iω)
+Gcf (iω)Gn(iω)e−iω(L+∆L)

∣∣∣∣ > 0,

∀∆L ∈ [∆Lmin,∆Lmax],∆G(iω), ω

(26)

Equation (26) can be expressed in the following form since
∆G(iω) can take any direction in the complex plane:∣∣∣1 +Gcf (iω)Gn(iω)e−iω(L+∆L)

∣∣∣− ∣∣∣∣∆G(iω)

Gn(iω)

∣∣∣∣ > 0 (27)

The extended sensitivity function is thus defined as the
inverse of the first term in (27) in the s domain as follows

S(s,∆L) =
1

1 +Gcf (s)G(s)e−s∆L
(28)

Thus, robust stability condition derived from both (27)
and (28) is∥∥∥∥∆G(s)

Gn(s)
S(s,∆L)

∥∥∥∥
∞
< 1, ∆L ∈ [∆Lmin,∆Lmax] (29)

In the same way, if multiplicative uncertainty is consid-
ered, the extended sensitivity function can be written as∣∣∣∣1 +Gcf (iω)G(iω)e−iω(∆L)

Gcf (iω)G(iω)e−iω(∆L)

∣∣∣∣ > ∣∣∣∣∆G(iω)

Gn(iω)

∣∣∣∣ (30)

Thus, defining the extended complementary sensitivity
function T (s,∆L) as the inverse of left hand side of (30)
in s domain we have

T (s,∆L) =
Gcf (s)G(s)e−s∆L

1 +Gcf (s)G(s)e−s∆L
(31)

Therefore, the condition for robust stability can be given
as∥∥∥∥∆G(s)

Gn(s)
T (s,∆L)

∥∥∥∥
∞
< 1, ∆L ∈ [∆Lmin,∆Lmax] (32)

4. NETWORK DELAY ESTIMATION AND MODEL
SELECTION

4.1 Delay Estimation

To measure the induced by the wireless network, an ex-
periment using the Linear Technology Smart Mesh Wire-
lessHART network development kit was conducted. In
the experiment, round trip network delays for communi-
cation between a wireless mote and a wireless gateway
were measured in the same way to the methods reported
by Huang et al. (2014) and Santos et al. (2015). These
delays are retrieved by the gateway using the command
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Fig. 6. Upstream and downstream network delay profile

Table 2. Network delay statistics

Delay Type
Statistics (s)

Max Min Avg. Std. dev.

Upstream (tu) 1.6600 1.0220 1.3094 0.1040

Downstream (td) 1.2800 1.2800 1.2800 0.0000

getLatency MACaddress where MACaddress is the me-
dia access control (MAC) address of the motes connected
to the gateway (Linear Technology, 2015). Each delay is
measured using timestamps on communication messages.
This is based on the difference between the received times-
tamps generated at the gateway and the sent timestamps
embedded on the arrival message. Even though each net-
work device has its own internal clock and it experiences
drift during operation, network-wide time synchronization
prescribed by the WirelessHART standard ensures all de-
vices have the same time reference as the gateway with an
accuracy of less than 1ms. This makes the delay measure-
ment from gateway possible. The experimental network
delays as recorded from the gateway are shown in Fig. 6.
The average values of the upstream delay (τsc) is 1.3094s
and that of the downstream delay (τca) is 1.2800s as shown
in the statistical information Table 2. The variation of
upstream delay over time is due to the communication
between the mote and the gateway. Furthermore, being the
host in the network, the gateway is always in active state,
hence constant downstream delay. On the other hand, the
motes will enter idle state after completing communication
cycle with other motes or the gateway. This is to reduce
power consumption and to prolong motes’ battery life.
In the idle state, the motes will have lower processing
capability, thus resulting in longer signal processing time.
This contributes to the upstream delays variation. The
packet transmission refresh rate used is 4s to avoid battery
drain of the motes.

4.2 Simulation with WH-HILS

To validate the controller design, the use of WH-HILS, a
process in the loop simulator developed in our laboratory
is employed. The scheme just like many other Hardware-
in-the loop simulators (HILS), allows for diagnostics as
well as new control strategies to be tested before being
deployed in the actual plant. this will save cost and ensure
non interference of the plants’ operation. Fig. 7 shows
the block diagram of the WH-HILS. This approach has

LAN

Plant Controller

Gateway

Fig. 7. WirelessHART HILS set-up

been existing for decades. For some recent applications
of this technique see Ogan (2015) and Sheng and Sun
(2016). As compared to the traditional pure simulation,
it has the advantage of using real hardware for simulation.
By using real devices, inaccuracies in their models can be
minimized, thus simulation results will be more realistic.
In this work, the WH-HILS is used for simulation of
WirelessHART network control system (WHNCS). The
simulator consists of a computer, a gateway and several
wireless nodes as shown in Fig. 7. As seen from the
figure, the gateway is connected to the computer running
MATLAB software using LAN interface. The software is
used to simulate virtual process plants given real-time
network induced delays from the gateway. For interfacing
the MATLAB with gateway, Python program is used. The
built-in MATLAB-Python libraries allows it to call and
execute Python functions.

For the simulation, the motes are configured through
serial interface with a computer. Once this is done, upon
powered up, each mote searches and connects to the
network automatically through the gateway. In Simulink
environment, once the simulation is started, the real-time
delays information are obtained from the WirelessHART
gateway (see Section 4.1) as they occur and are directly fed
into the variable time delay blocks. This is to simulate for
the upstream and downstream delays. The real-time sync
block is used to synchronise the simulation of the model
to the real-time clock. Here, it should be noted that the
mesh network formed by the gateway and its motes are
similar to the industrial one as both gateway and motes
are WirelessHART certified. The experimental set up for
this process is shown in Fig. 8. From the set-up, each of
the five motes (nodes) is placed on a pilot process plant.

4.3 Model Selection and Controller Parameters

In this work, process models that represent the behaviour
and dynamics of practical plants in the industry are used.
For example, the first order model used is a thermal
chamber practical model reported in Tan et al. (2010).
The remaining three models are those representing second,
third and fourth order processes respectively. The models
are presented in the following equations:

G1(s) =
8

1 + 9.13s
e−10s (33)

G2(s) =
1

(1 + s)2
e−5s (34)

G3(s) =
1

(1 + s)3
e−5s (35)
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(a)

(b)

Fig. 8. (a) Gateway/access point and plant/controller
Simulated in MATLAB ; (b) Location of the network
motes (1, 2, 3, 4 and 5) and Access Point (AP) in the
laboratory environment

G4(s) =
1

(1 + s)(1 + 0.5s)(1 + 0.25s)(1 + 0.125s)
e−5s

(36)

For the second and higher order models, the controller
design is based on the reduced first order model approx-
imation of the respective plants. This is because the PPI
controller design can be done without necessarily consid-
ering model matching. The controller parameters for all
the models are given in Table 3.

5. RESULTS AND DISCUSSION

In this section, results with the proposed approach will be
compared with those of the unfiltered PPI and optimised
PI controllers. The effect of change in filter time constant
Tf for the first order system will also be considered.

Table 3. Parameters of the controllers

Parameter G1(s) G2(s) G3(s) G4(s)

Kc 0.125 0.8 0.73 0.95

Ti 9.31 1.3 2 1.5

Lp 10 5 5 5

Tf 3 2 3 4

Kp 0.037 0.271 0.291 0.280

Ki 0.0047 0.0777 0.0721 0.0793
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Fig. 9. First order plant response to various controllers

Table 4. First order plant performance

Parameter FPPI PPI PI

Rise Time (s) 20.9327 19.1734 26.7045

Settling Time (s) 256.4493 252.5637 262.6026

Overshoot (%) 0.9469 1.1105 5.5411

Undershoot (%) 0.1492 0.3027 0.1024

IAE 8353.9 7401.7 9996.2

Furthermore, parametric modelling error for both the first
and second order models will be considered.

5.1 First Order Process

Parameters of the controllers used for comparison are
shown in Table 3. The performance of the plant with
three controllers is shown in Fig. 9 and numerical results
displayed in Table 4. The plant, being thermal chamber
model, is simulated to a step signal of magnitude 29◦C and
a unit step disturbance with a 0.5 magnitude is applied at
input of the plant at 200s. At the output, a white noise
signal of power 0.1 is injected to simulate for possible
noise scenario. Observing the response signal of Fig. 9
and Table 4, it can be clearly observed that the proposed
approach is better than both the PPI and PI controllers in
terms of both overshoot and undershoot. Although a bit
slower than the PPI controller in terms of both rise and
settling times, the approach still outperformed those of
the PI controller. When observing the input (i.e. control)
signal, that of the proposed approach has smoother signal
compared to both the PPI and PI. This will ensure less
stress on the actuator. The proposed approach recovered
quicker than the PI controller. Again its a bit slower than
the PPI due to the filter effect. The same pattern of result
is also observed for the integral absolute error (IAE).

To observe the effect of the filter time constant, Tf on
control performance of the first order plant, the simulation
was done using values of Tf = 1, 2, 3, 4, 5 and 6s. From



20 Control Engineering and Applied Informatics

Time(s)
0 50 100 150

R
es

po
ns

e

5

10

15

20

25

30

35
Region A

Setpoint
FPPI
PPI
PI

Time(s)
240 260 280 300 320

R
es

po
ns

e

20

25

30

Region B

Setpoint
FPPI
PPI
PI

Time(s)
20 40 60 80 100

In
pu

t

1.5

2

2.5

3

3.5

4
Region C

FPPI
PPI
PI

Time(s)
200 220 240 260 280

In
pu

t

2.5

3

3.5

4

4.5

5

Region D

FPPI
PPI
PI

Fig. 10. Zoomed view of Fig. 9 for regions A, B, C and D

Filter time constant(s)
1 2 3 4 5 6

R
is

e 
T

im
e 

(s
)

0

5

10

15

20

25

30

Filter time constant(s)
1 2 3 4 5 6

S
et

tli
ng

 T
im

e(
s)

250

255

260

265

270

Filter time constant(s)
1 2 3 4 5 6

O
ve

rs
ho

ot
 (

%
)

0

0.1

0.2

0.3

0.4

Filter time constant(s)
1 2 3 4 5 6

U
nd

er
sh

oo
t(

%
)

0

0.02

0.04

0.06

0.08

Fig. 11. Effect of the filter time constant on the rise time,
settling time, overshoot and undershoot of first order
plant

Fig. 11, it can be seen that increasing Tf slows down
the response while improving the performance by lowering
both overshoot and undershoot.

To analyse the sensitivity of the proposed approach to
model mismatch, parametric modelling error due to mis-
match in the model parameter (in this case model gain K)
is considered. The plant is simulated to both 10% increase
and decrease in the model gain. The result is compared
to that of PI controller and presented in Figs. 12, 13 and
Table 5. From Fig. 12, it can be seen that despite the
perturbation in model gain, the proposed controller still
outperformed the PI in-terms of rise time, overshoot, un-
dershoot, and IAE (see Table 5 and Fig. 13). However, the
proposed approach settled slower at 26.98s as compared
to 23.82s of the PI controller. The proposed approach also
recovered from the effect of disturbance faster than the PI.
This can be seen by observing the zoomed view of Region
B in Fig. 13. The smoothness of the control signal with the
proposed approach compared to the PI can also be seen in
the zoomed view of Region D.

5.2 Second Order Process

In a similar fashion to the first order system, parameters
of the various controllers compared are shown in Table 3.
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Fig. 12. Sensitivity of the proposed controller to paramet-
ric modeling error (10% increase and decrease) in gain
of first order plant
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Fig. 13. Zoomed view of Fig. 12 for regions A, B, C and D

Table 5. First order plant performance with
model mismatch

Parameter FPPI +10% gain -10% gain PI

Rise Time (s) 20.340 15.510 26.980 23.820

Settling Time (s) 256.270 252.920 259.950 257.740

Overshoot (%) 0.320 1.170 0.280 5.910

IAE 8011 7474 8765 9375

Performance of the plant with the compared controllers is
shown in Fig. 14. The plant is simulated to a unit step
signal with disturbance of magnitude 0.5 injected at 200s.
Again a white noise signal of power 0.001 is injected at the
output. In the figure, regions of interest A, B, C and D
are zoomed and further highlighted in Fig. 15. Numerical
results of the performance is shown in Table 5. It can be
seen by observing the regions of interest that, while PPI
controller is severely affected by the noise, the PI controller
is not without overshoot. As expected, the response with
proposed approach is smoother with overshoot of just
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Fig. 15. Zoomed view of Fig. 14 for regions A, B, C and D

Table 6. Second order plant performance

Parameter FPPI PPI PI

Rise Time (s) 10.753 8.3008 9.2581

Settling Time (s) 232.1800 238.2203 228.5845

Overshoot (%) 1.1430 15.3040 5.9200

Undershoot (%) 0.4260 0.6630 0.3038

IAE 221.9950 222.0220 221.5270

around 1% compared to those of PPI and PI with around
15% and 6% respectively. The speed of response of the
three controllers are 8.3, 9.3 and 10.8s for the PPI, PI,
and FPPI controllers respectively. The slow response of
the FPPI is due to filtering effect.

The sensitivity analysis of the proposed controller for
second order system is done in a similar way to that
of first order system (i.e., by considering 10% increase
and decrease in gain). In the same way as the previous
plant, despite parametric modelling error, the proposed
method produces response with overshoot range of 0.96-
1.65% against 12.97% of the PI controller (see Fig. 16 and
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Fig. 16. Sensitivity of the proposed controller to paramet-
ric modeling error (10% increase and decrease) in gain
of second order plant
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Fig. 17. Zoomed view of Fig. 16 for regions A, B, C and D

Table 7. Second order plant performance with
model mismatch

Parameter FPPI +10% gain -10% gain PI

Rise Time (s) 15.8045 10.3546 16.6866 7.8519

Settling Time (s) 243.489 231.518 242.322 238.527

Overshoot (%) 0.9877 1.6586 0.959 12.969

Undershoot (%) 0.3361 0.3700 0.3026 0.3862

IAE 250.679 226.913 251.348 220.933

Table 7). In the same way, when regions of interests A, B,
C and D of Fig. 16 are zoomed in Fig. 17, the robustness
of the proposed approach to the mismatches can clearly be
seen. Regions A and B shows that the approach responded
to step change with little overshoot and can recover from
the effect of disturbance in the same way compared to the
PI controller. Regions C and D of the figures also showed
the effect of the filter on the control signal. The proposed
method is smoother compared to the PI.

5.3 Third Order Process

Just as in the case of first and second order systems,
parameters of the various controllers compared for the
third order system are shown in Table 3. Performance
of the plant with the compared controllers is shown in
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Fig. 18. Third order plant response to various controllers
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Fig. 19. Zoomed view of Fig. 18 for regions A, B, C and D

Table 8. Third order plant performance

Parameter FPPI PPI PI

Rise Time (s) 13.6855 9.7077 9.8187

Settling Time (s) 239.5497 250.5176 238.7395

Overshoot (%) 1.1184 13.0862 6.6878

Undershoot (%) 0.2779 0.5181 0.3005

IAE 259.6113 242.0804 234.7453

Fig. 18. The plant is simulated to a unit step signal with
disturbance of magnitude 0.5 injected at 200s. The injected
noise at the output is similar to that of second order
plant. In the figure, regions of interest A, B, C and D
are zoomed and further highlighted in Fig. 19. Numerical
results of the performance is shown in Table 8. The same
observation is made here as the second order system
regarding the regions of interest. While PPI controller
is severely affected by the noise, the PI controller is not
without overshoot. Similarly, the response with proposed
approach is smoother with overshoot of just around 1.1%
compared to those of PPI and PI with around 13% and
6.7% respectively. The speed of response of the three
controllers in increasing order are 9.7, 9.8 and 13.6s for
the PPI, PI and FPPI controllers respectively. Just as
observed in the second order plant, the slow response of
the proposed approach is due to the filter effect.

Table 9. Fourth order plant performance

Parameter FPPI PPI PI

Rise Time (s) 9.9675 3.266 8.5755

Settling Time (s) 231.3864 235.4382 232.5069

Overshoot (%) 1.2085 25.4543 6.4535

Undershoot (%) 0.3339 0.8261 0.4959

IAE 259.6113 242.0804 234.7453
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5.4 Fourth Order Process

To further ensure that the proposed method can handle
complex processes, a fourth order plant is also considered.
Similar values of signal are used for this plant as those used
for both second and third order plants. The simulation
result are presented in Fig. 20 while the regions of interest
A, B, C and D in that figure are zoomed in Fig. 21. The
numerical results for the first figure are presented in Table
9. For this plant, similar pattern of results with second and
third order plants are observed. The lowest overshoot of
1.2% was recorded for the proposed method while those
for PPI and PI stood at 6.5% and 25.5% respectively.
Again, the effect of the noise on the PPI is evident from
the oscillatory nature of its response in both figures.

5.5 Real-time Simulation with WH-HILS

In order to validate the effectiveness of our design, a real-
time simulation of the first order model (33) was conducted
with the WH-HILS using real-time delay obtained from
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Fig. 22. Response of the first order plant to various
controllers with the WH-HILS
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the mote with mac address ‘00170D000030045B’ and the
results are shown in Fig 22. The zoomed in for the regions
of interest are shown in Fig. 23. The real-time delay profile
as captured from the network is shown in Fig. 24. The
experiment was conducted for the period of 2000s. The
experimental set-up is shown in Fig. 8. From Fig. 22, it
is observed that the proposed approach outperforms both
PI and PPI controllers in terms of noise attenuation and
good setpoint tracking. By closely observing Fig. 23, the
ability of the proposed approach to attenuate the effect of
the noise on the control signal (regions C and D) compared
the other controllers is visible.

6. CONCLUSION

In this paper, FPPI controller for use in wireless environ-
ment is presented. The robustness of the design to model
mismatch and its ability to suppress the effect of measure-
ment noise has been demonstrated in both pure simulation
and the hardware in the loop simulation. A likely drawback
of the design is that the filter slows the process a little.
However even with that effect, the performance of the
controller is favourable. Future work will focus on making
the design adaptive to the variation in the network delay
and practical implementation on an actual plant.
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