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Abstract: Most of the industrial processes are nonlinear in nature and demanding an optimal control structure. 
Conventional controllers do not handle the nonlinear system behaviour effectively and they also have tuning 
associated problems. In this paper, an optimized new generation RTDA (Robustness, Set point tracking, 
Disturbance Rejection, Aggressiveness) controller is designed for a nonlinear conical tank system. The enhanced 
features of RTDA controller enables us to tune the parameters separately without affecting each other to obtain 
optimum performance where the other contemporary controllers fails to do so. The proposed scheme incorporates 
NARX (Nonlinear Autoregressive with Exogenous input) neural model in the RTDA controller design as it offers 
prior multi-step ahead predictions to predict the future plant behaviour. It requires multiple trials to determine the 
optimal or near optimal values for the tuning parameters for the NN based RTDA controller design and hence a 
highly skilled meta-heuristic algorithm called Particle Swarm Optimization (PSO) is used to serve that purpose. 
The performance of NN (Neural Network) based RTDA controller was analysed using MATLAB/Simulink and 
was compared with NN-MPC and PI-IMC controllers.  The results show that the proposed NN RTDA-PSO 
control frame work performed optimistically well compared to other control schemes. 
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1.  INTRODUCTION 

Nonlinear systems are of massive interest to researchers as 
the systems appears to be erratic in contrast to linear systems. 
The challenges emanated by them are to be greatly 
considered in order to design an optimal controller for an 
efficient closed loop response. The conical tank process is 
one such system used in industries like water treatment 
plants, paper mills, sludge tanks, biofuels, wine making, 
fertilizer industries etc. The level control of such process with 
nonlinear dynamics due to varying cross sectional area is a 
challenging task. Conventional controllers play a vital role in 
process industries and are exceedingly popular for their 
simple structure and robust performance. The linear 
parameter varying model based PI controller was designed 
for conical tank system for efficient performance 
(Vijalakshmi et al., 2014).  The robustness of the system was 
upgraded by employing internal model control (IMC) 
technique for tuning the PI controller (Diwakar et al., 2015). 
Adaptive passivity based controller (APBC) and fractional 
order PI controller was proposed for controlling the conical 
tank system for robust performance (Travieso et al., 2017). 
The P-IMC algorithm was found to be more efficient than the 
conventional PID algorithm with respect to tuning procedure 
and control performance (Vasile, 2020).  Conventional 
controllers was well adopted for inherently nonlinear 
processes (Prashant et al., 2004) but their shortcomings for 
the highly complex dynamic processes with uncertainties and 
tuning associated problems led to the development of 
supervisory model based controllers. The model predictive 
controller (MPC) was evaluated on the nonlinear process and 
proved to be more robust than the PID controller (Jean, 
2014). The predictive capability of model based controllers 

was further enhanced by using a neural network model to 
give trust worthy predictions. The recurrent neural network 
(RNN) model based MPC controller was designed for flight 
of unmanned multi-quadrotor system (Boyang et al., 2019). 
RNN-MPC was demonstrated over industrial case studies and 
its performance was positively analysed for the system 
dealing with nonlinearities, time delays, and noise (Nicolas et 
al., 2019). But the main drawback lies in the applicability of 
MPC control structure as it requires high computational 
online calculations for solving the optimization problem. 

In control literature, one such controller named RTDA 
controller was proposed in order to overcome the 
inadequacies with its enhanced features. The RTDA 
controller cartels the simplicity of PID controller with the 
flexibility of model predictive controller (MPC). The 
advantage of RTDA controller is that the tuning parameters 
has a direct relationship with the performance attributes. But 
the conventional controllers do not succeed in this aspect as 
the key features of the overall controller performance doesn’t 
sync with its controller parameters (Kapil et al., 2006). 
RTDA controller is proven to be better than conventional PID 
controller as it could be designed and implemented 
transparently and directly (Kapil et al., 2009). Improved 
tuning rules were proposed for SISO delay dominant and 
inverse response processes (Antonius et al., 2011). The 
efficiency of RTDA controller was compared with PID 
controller and MPC for FOPDT, SOPDT processes 
(Srinivasan et al., 2012). RTDA controller for a nonlinear 
CSTR process was designed and analysed for both minimum 
and non-minimum operating condition (K. Anbarasan et al., 
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2015). RTDA controller was designed for a general 
multivariable system and the simulation results was found to 
improve the dynamic control capability and robustness (Yu 
Sen et al., 2018). Therefore RTDA controller can be well 
employed for various nonlinear dynamical applications as it 
uses a simple control structure with futuristic multi-step 
ahead prediction and avoids tuning associated problems that 
exist in PID controller and model predictive controller. 

In any control system application, better performance is 
realized by designing a control law that indirectly relies on 
the process model which can be identified using experimental 
data of the process. Therefore system identification (SI) is an 
important task to be performed before the controller design. 
There is a need for proper adaptive plant model so as to 
minimise the modelling errors, increase the robustness and 
reduce the plant/model mismatch. With emerging new 
intelligent techniques such as artificial neural networks 
(ANN), it is possible to offer effective solution to the plant 
control problems (Antsaklis., 1990). ANN is used for SI and 
prediction for nonlinear dynamical plants, as neural networks 
has the ability to approximate nonlinear functions accurately 
for their use in dynamic models to represent a nonlinear plant 
(Narendra et al., 1990). ANN model using back propagation 
algorithm is implemented in MPC design to determine the 
future inputs to minimize the errors (Wills et al., 1992;   
Abubakar., 2015). ANN is considered to be a powerful tool   
for   analyzing the data sets and developing a trained model 
which could make accurate predictions (Gomez et al., 2004). 
RBF neural network was used for modelling and controller 
design for a conical tank system (Venkatesh et al., 2018). 
Further, researchers employed recurrent networks that use a 
global feedback to a static multilayer perceptron, for various 
applications. Therefore SI using neural networks plays a 
major role in many of the industrial applications in the 
existing control literature. 

Based on the literature survey on the nonlinear control, a 
RTDA controller is proposed for controlling the conical tank 
process which exhibits highly nonlinear dynamics. To 
enhance the predictive capability of the RTDA controller, a 
NARX NN model is developed using the experimental data 
obtained from real time conical tank system. The best fit 
NARX model is developed and is implemented in the RTDA 
controller design for multi-step ahead prediction. The tuning 
parameters values are to be varied between 0 and 1, to 
achieve desired performance. If the values of the controller 
parameters are optimized rather than making a random 
choice, then it will yield an improved closed loop 
performance. The well-known optimization technique called 
particle swarm optimization (PSO) which is based on nature 
inspiration concept, has gained a unique importance in the 
field of control system design. Therefore PSO was adopted to 
optimize the tuning parameter values of the NN model based 
RTDA controller for the conical tank system. The following 
sections of the paper are organised as follows: The system 
description is briefed in section 2. The TF (transfer function) 
model and NARX neural model are built for both operating 
regions of the conical tank system in section 3. A brief 
introduction about MPC is outlined in section 4. The 
proposed RTDA control structure with NARX NN model for 

conical tank system is presented in section 5. The 
optimization of RTDA controller design parameters using 
PSO is presented in section 6. The results are discussed in 
section 7 and conclusions are drawn from the results in 
section 8. 

2.   SYSTEM DESCRIPTION 

Conical Tank System (CTS) is a single input-output process. 
The level of the tank is the controlled variable and the voltage 
applied to the motor is the manipulated variable which in turn 
changes the inflow rate of the tank when the voltage is 
varied. Thus in the conical tank system, gain and time 
constant are functions of the process variable. The laboratory 
conical tank system is shown in figure 1. Conical tank system 
is a highly nonlinear process with varying cross-sectional 
area where its area gets steeper towards the end for the 
guaranteed drainage of fluids in chemical industries. The total 
height and top radius of the laboratory conical tank setup is 
52 cm and 24 cm respectively. 

 

 

 

 

 

 

Fig. 1. Laboratory conical tank system. 
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From equation (1), it is inferred that the level of tank depends 
on the inflow rate. As the level changes, the gain and the time 
constant of the conical tank process also changes.   

3.  EMPIRICAL MODELLING 

As conical tank system is a highly nonlinear process, the 
linearized first principle model result in omission of actual 
dynamics of the system. Therefore empirical models are 
obtained using system identification (SI) technique. SI is an 
experimental technique that establishes a dynamic 
relationship between the input-output variables with proper 
data set which is obtained through perfect experimentation 
and execution. In this study, linear transfer function (TF) 
model and NARX NN based model are developed using 
empirical data obtained from the real time conical tank 
system through proper data acquisition. The operating range 
of the real time conical tank system is (0-50) cm. It is split 
into two operating regions as zone 1(4.5-34) cm and zone 2 
(34.1-50) cm.  

3.1. The Transfer Function (TF) Model  

The step change of known value is imposed on the process at 
steady state level of 4.5 cm and the response is observed from 
zone 1. The final steady state value is noted as 34 cm. 
Similarly another known step change is given and the 
response is noted from zone 2. In the second observation, the 
initial level at steady state is 34 cm and final steady value is 
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Fin    –   Inlet flow rate in lph 

Fout  –  Outlet flow rate in lph 

H    -  Total height of the conical tank in cm 

h     -  Height of the liquid in the conical tank in cm

R    -  Total tank radius in cm 

r      -   Radius of the liquid in the conical tank in cm 
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50 cm. The input-output data obtained by this experimentation 
is used for system identification using MATLAB. The TF 
model obtained for both the operating regions is given in the 
Table 1. The figure 2 depicts the two zones of the conical 
tank, where voltage (V) is plotted against time (sec).The 
output voltage (1-5V) from the DAQ relates to the 
corresponding output level  (0cm - 50cm) of the liquid in the 
conical tank. The empirical (TF) model developed, follows 
the response of experimental data recorded for both the 
zones.  

Table 1. Transfer function for both the operating zones. 

Operating region Transfer function 

Zone 1 
Range( 4.5  to 34 cm) 

1
294.377𝑠 ൅ 1

 

Zone 2 
Range( 34.1 to 50 cm) 

1.495
593.1198𝑠 ൅ 1

 

 

 

Fig. 2. Open loop response of the conical tank system. 

3.2. NARX Neural Network Model 

System identification when preceded by artificial neural 
networks results in effective controller design and enhances 
the prediction capability. Neural network model based 
controllers had already demonstrated improved closed loop 
performance as seen in control literature (Martin T H et al., 
2002). As the proposed RTDA controller is a model based 
controller, artificial neural network (ANN) methodology is 
used for identifying the model in this work. The static 
nonlinear mapping between the given inputs and the outputs 
is given in equation (2) where the output at discrete time step 
k depends only on the input u(k) at the same time instant. 

 y(k) = f (u(k))                                                                       (2)                                                                                  

In the case of models built for dynamical systems, output of 
the system at a given time instant depends on the current 
inputs as well as the previous output of the system. In feed 
forward architecture, tapped delay lines are used as inputs of 
all the neurons. The output of the n-th neuron in the layer d is 
given in the equation (3).  

  𝑦௡
ሺௗሻ(k) = gቀ∑ 𝑤௡௝

ሺௗሻ೅

௝  𝑥௝
ሺௗሻሺ𝑘ሻቁ                                      (3)                                                

where 𝑤௡௝
ሺௗሻ = ൤𝑤௡௝,଴

ሺௗሻ  , 𝑤௡௝,ଵ
ሺௗሻ  , … … , 𝑤

௡௝,ெ೙
ሺ೏ሻ

ሺௗሻ  ൨
்

is the j-th filter 

coefficient vector of node n in layer d. The filter’s input 
vector is framed from the delayed outputs of the j-th neuron 
of the previous layer.    
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Similar to linear dynamic black box modelling, nonlinear 
system identification can also be framed. In nonlinear model 
architecture a regressor vector is used (Sjoberg et al., 1995). 
The output of the model ym is defined as a parametrized 
function of the regressor vector 𝜑 as given in the equation 
(5), where  is termed as parameter vector. 

  ym(k)= f(, 𝜑ሺ𝑘ሻ)                                                     (5) 

The regressor can be designed from the past inputs, past 
model outputs, past system outputs etc. Specific network 
architecture designed using past inputs and past system 
outputs is called as nonlinear autoregressive with exogenous 
inputs (NARX) model, which is a type of RNN network. 
NARX model uses the nonlinear mapping capability of 
multilayer perceptron (MLP) and also uses feedback from the 
output layer to input layer providing better predictions for SI 
as it uses additional input stored in the previous values (Zina 
et al., 2018; Ashok et al., 2018). NARX neural model, has a 
single input u(k) that is applied to the tapped delay line 
memory of N units and a single output y(k) which is fed to 
the input through another tapped delay line memory of M 
units as shown in figure 3. The signal vector applied to the 
input layer of MLP consists of exogenous inputs (i.e. the past 
values of the input) and delayed values of the output are used 
as regressor as shown in equation (6).      

 

Fig. 3. NARX neural network. 

𝜑ሺ𝑘ሻ =   [y(k-1), y(k-2),……., y(k-M),u(k-1), u(k-2), ……., 
u(k-N) ]                                                                                 (6)                 

The procedure of training, validation and testing is being 
done using real time experimental data of the conical tank 
process. The proposed work uses LM (Levenberg-Marquardt) 
algorithm because of its good learning capability and 
convergence behaviour. Training is carried out by gradually 
increasing the number of hidden neurons as it increases the 
flexibility of neural network. The goal of the training is to 
reduce squared error emanating from the elements as a result 
of the error sequences. The output error  
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e(k), for the dynamic network at discrete time step k and the 
total error 𝑒௧௢௧ is expressed as given in the equation (7). 

   𝑒௧௢௧=∑ ሺ𝑒ሺ𝑘ሻே
௞ୀଵ )2                                                            (7)                                               

A set of test data which is not used in training, is required to 
check the generalization capability of the model.   

The performance of the model is the sum of the squared 
errors at all test points as well as at all training points. The 
mean squared error Me is defined as the sum of the squared 
errors. 

Me ()  = 
ଵ

௉
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௞ୀଵ )2                              (8)  
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where 𝑒ሺ𝑘ሻ = 𝑦ሺ𝑘ሻ െ 𝑦௠ (, 𝜑ሺ𝑘ሻ). The length of the tapped 
delay lines and the number of hidden neurons which 
implement the nonlinear mapping has to be properly selected. 
Mean square error (MSE) and regression values are 
monitored to develop a best fit model suitable for the 
controller design. The procedure is repeated for developing a 
best fit model for both the zones of the conical tank. NARX 
neural model is developed using the input and output 
experimental data of the conical tank and then implemented 
in RTDA controller design for better predictions. 

3.3. System Identification using Neural Networks for Conical 
Tank System 

The input-output real time data array obtained is of (1X 
1700) matrix for zone 1. Apart from training process, 
validation and testing are the other two steps carried out. 
Target timesteps for training, validation and testing are 1700 
which are randomly divided as 70% target timesteps (1190 
samples) for training, 15% (255 samples) for validation and 
remaining 15% (255 samples) for testing. Similarly the real 
time data array for zone 2 is of (1X 1431) matrix form. 
Target timesteps for training, validation and testing are 1431 
which are randomly divided as 70% target timesteps (1001 
samples) for training, 15% (215 samples) for validation and 
remaining 15% (215 samples) for testing. The number of 
hidden neurons and delays are repeatedly changed such that 
the regression value and MSE for all the 3 steps are one and 
zero respectively. The number of epochs used for ANN 
training is 1000. Significant correlation in prediction errors is 
monitored. The prediction is possibly improved by increasing 
the number of delays in the tapped delay lines. The number 
of hidden neurons are increased until the network 
performance is satisfactory.  The best fit model is obtained 
using 20 hidden neurons and 2 delays. Time response plots 
for the best NARX model for zone 1 and zone 2 are shown in 
figures 4 and 5 respectively.  

TF model is compared with NARX NN model based on MSE 
as shown in Table 2. MSE is found to be less for NARX 
neural model for both the zones as shown in figure 6 and 
hence could be used in RTDA control design for better 
prediction of the plant behaviour. 

 

 

Fig. 4. Time-series response (NARX model) for zone 1. 

 

Fig. 5. Time-series response (NARX model) for zone 2. 

Thus the data driven NARX model is implemented in control 
design frame work of RTDA controller and the same model 
is implemented in MPC control frame work for reasonable 
comparison. 

Table 2. Mean Square Error (MSE). 

TF Model NARX Neural Model 

Zone1 Zone 2 Zone 1 Zone 2 

0.1177 0.0064 0.00312 0.00049 

 

     

 Fig. 6. Performance comparison based on MSE. 

4.   MPC FORMULATION 

MPC contributes to a fair extent as it is a part of autonomous 
industries with a highly advanced control framework based 
on receding horizon control concept.  MPC comprises of 
process model, constraints and cost function. The major

Zone 1 Zone 2

TF Model

NARX Neural
Model
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requisite of MPC is the process model that describes the 
behaviour of the system. The chief idea of MPC is solving 
the optimization problem at each time step such that cost 
function is minimized as shown in equation (10). 

J=∑  ௉
௞ୀ଴ ሺ𝑦௠ െ 𝑟௙ሻ் 𝑄 ൫𝑦௠ െ 𝑟௙൯ ൅ ∑  ௉

௞ୀ଴ 𝑢் 𝑅𝑢        (10)                                                               

where 𝑟௙ – Setpoint, P – Prediction Horizon, 𝑦௠ – Predicted 
process output, R- Control weight matrix, Q- Output error 
weight matrix, 𝑢- Change predicted in the control value. 
The trained developed NARX models for open loop 
predictions which includes past inputs and past outputs is 
incorporated into model predictive control structure. This 
neural architecture shows trade-off between computational 
tractability, RNN modelling capabilities and solving RNN 
optimization problem. 

5.   RTDA CONTROLLER DESIGN 

 The primary objective of any controller design is to 
accomplish exemplary closed loop performance in terms of 
robustness, setpoint tracking, disturbance rejection, and 
aggressiveness. The RTDA controller has transparent tuning 
parameters and simplified model prediction which helps us to 
tune each parameter independently to achieve better 
performance.  It has four tuning parameters (𝜃R, 𝜃T, 𝜃D and 
𝜃஺ሻ which are directly associated to the corresponding 
properties of the closed loop control system and the values of 
tuning parameters can be varied between 0 and 1. 

5.1. The Block Diagram 

The block diagram of RTDA controller in the closed loop 
system is shown in the figure 7. The controller performance 
is improved by the robustness parameter θR,  in the presence 
of plant/model mismatch and model uncertainties. The 
parameter 𝐷 is the disturbance rejecting parameter that deals 
with future error predictions. It helps to predict the effect of 
disturbance that is acting on the process output. Changing the 
value of 𝐷 has a limited effect on robustness of the 
controller and does not have any effect on the servo 
performance.  

 

Fig. 7. Block diagram of RTDA controller design. 

The parameter 𝑇 is the setpoint tracking tuning parameter. 
The characteristic polynomial does not rely on the value of 
𝑇 therefore stability of RTDA controller is independent of 
the choice of value of  𝑇, as the setpoint filter lies outside 
the feedback loop. The overall aggressive parameter θA is the 
unique one which is used to adjust the speed of response in 

both servo and regulatory responses. It determines the 
distance of future output prediction. (Bagyaveereswaran et 
al., 2016; Geetha et al., 2016). 

5.2. RTDA Algorithm 

The actual dynamics of the conical tank process is 
approximated as a first order model to describe the process 
behaviour. The generalized transfer function model is given 
by equation (11), 

y(s) = 
𝐾

𝑠൅1
 u(s)                                           (11)                 

where K is the steady state gain and  is the time constant. 
The predicted output, 𝑦ො(k+i) is given in the equation (12), 

𝑦ො(k+i) = 𝑎𝑖 𝑦ො(k)+b𝑖 u(k)       for 1≤ i≤ P                          (12) 

where,𝑖=
 1െ𝑎𝑖

1െ𝑎
  ; a =exp ቀ

∆𝑇


ቁ ; b = K(1-a). The control action 

u(k) remains the same for the whole prediction horizon (P), 
i.e.,           

u(k+i) = u(k)                     for 1 ≤ i ≤ P                            (13) 

This prediction must be updated to include the unmeasured 
disturbances effect and other sources of modelling errors. The 
model output 𝑦ො(k) has deviation from actual process output 
y(k) due to plant/model mismatch. Prediction at each instant 
has to be updated. The model mismatch is given by equation 
(14), where e(k) is the current error. 

e(k) =  y(k) -  𝑦ො(k)                       (14)               

The non-biasing prediction error is denoted by 𝑒ො𝑑ሺ𝑘ሻ, which 
is determined by the parameter 𝑅 as given in the equation 
(15), 𝑒ො𝑑(k-1) is the weighted sum of prior error information, 
and e(k) is the current error information. 

𝑒ො𝑑(k) =  𝑅𝑒ො𝑑 (k-1) + (1-𝑅) e(k)                           (15)  

The future estimates of the error is determined by the 
disturbance rejecting parameter 𝐷 as given in the equation 
(16), 

𝑒ො𝑑(k+i)=𝑒ො𝑑(k)+
1െ𝐷

𝐷
[1-ሺ1 െ 𝐷ሻ𝑖] 𝑒ො𝑑(k)   for1≤i≤ P       (16)                  

where, 𝑒ො𝑑 (k) = 𝑒ො𝑑(k) - 𝑒ො𝑑(k-1) i.e., the difference between 
errors at two consecutive instants. The updated predicted 
output for P-step prediction is given in the equation (17), 

𝑦෤(k+i) = 𝑦ො(k+i) + 𝑒ො𝑑( k+i)           for 1 ≤ i ≤ P                (17) 

The desired setpoint trajectory  𝑦𝑡(k) can be determined as 

given in the equation (18), where 𝑆𝑝 is the desired setpoint. 

𝑦𝑡(k) = 𝑇𝑦𝑡(k-1) + (1-𝑇) 𝑆𝑝(k)              (18)  

Assuming, setpoint remains the same for the whole 
prediction horizon i.e. Sp(k+i) = Sp(k), i = 1,2,…..,P. The 
future reference trajectory is given in the equation (19). 

𝑦𝑡(k+ i)=𝑇
𝑖𝑦𝑡(k)+(1-𝑇

𝑖) 𝑆𝑝(k)    for 1≤ i ≤ P                  (19) 

The objective function of the RTDA controller is given in the 
equation (20). 
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𝑚𝑖𝑛
𝑢ሺ𝑘ሻ 𝑖ൌ1

 𝑃  ሾ𝑦𝑡(k+i)-𝑦෤(k+i)]2                                 (20) 

The control action u(k) is updated to minimize the difference 
between model predicted output 𝑦෤(k) and reference 
trajectory 𝑦𝑡(k) for P-step. On solving the optimization 
problem, the expression for u(k) is  given in the equation 
(21), 

u(k) = 
1

𝑏

𝑖ൌ1
𝑃 𝑖𝑖ሺ𝑘ሻ

𝑖ൌ1
𝑃 𝑖

2                         (21) 

𝑖  = 𝑦𝑡(k+ i) - 𝑎𝑖𝑦ො(k) - 𝑒ො𝑑ሺ 𝑘 ൅ 𝑖ሻ   for 1≤ i ≤ P                (22)           

where 𝑖   is the stipulated error. The overall aggressiveness 
tuning parameter 𝐴 depends on prediction horizon (P) as 
given in the equation (24), 

 P =1 - 


𝑡𝑠
 ln(1-𝐴)                                                               (23)                                                                                                 

𝜃𝐴=1-𝑒െሺ𝑃െ1ሻ
∆ 𝑡
𝜏                                                          (24)                                                                                                                           

where 𝑡𝑠 is the sampling time and 𝜃𝐴 is the aggressiveness 
tuning parameter. 

5.3 Control Structure Design 

The integration of NARX neural network model into the 
RTDA control structure is shown in figure 8. NARX model 
performs futuristic multi step ahead predictions, as it uses 
additional information that is previously stored in the input 
and output variables as shown in equation (6). The estimated 
output from the neural model is almost same as that of the 
actual process. The difference between the same is the error 
e(k) and it fed into current error estimator block, where 𝑒ො𝑑(k) 
is the estimated current error.   

 

Fig. 8. Integration of neural network into the RTDA 
controller design. 

The future error 𝑒ො𝑑(k+i) is predicted in the future error 
predictor block. The updated output prediction 𝑦෤(k+i) is 
compared with the reference trajectory which is calculated 
for P-step. The required control action is taken by the RTDA 
controller by minimizing the objective function. The values 
of the tuning parameters (𝜃R, 𝜃T, 𝜃D and 𝜃𝐴ሻ are varied based 

on trial and error method.  The distinguishing feature of 
neural network is its ability to model nonlinear systems as it 
is intrinsically adaptive. Hence NARX neural network model 
is implemented in RTDA controller design and the closed 
loop responses is evaluated based on ISE (Integral Squared 
Error) performance criterion.  

A good set of controller parameters (T, R ,D ) can yield 
improved closed loop performance. Therefore the 
performance of the proposed RTDA controller is enhanced 
by optimizing the values of the tuning parameters since it is 
tedious to select them based on trial and error method 
(exhaustive search). Optimization is the key root to find the 
best solution for any problem. The goal of optimization 
always remains to fetch the value of variables that can 
maximize or minimize the objective function, satisfying the 
constraints. To perform this, nondeterministic algorithm 
called PSO is employed in this work. 
 

6.   SCHEDULING PSO FOR RTDA CONTROLLER 
PARAMETERS 

Particle swarm optimization is a nature inspired meta-
heuristic, population based algorithm. PSO technique was 
widely used for many applications where the optimized 
results were accurate and efficient compared with other 
popular techniques (Mahmud et al., 2011; Eswaran et al., 
2017: Latha et al., 2013). PID controller parameters were 
efficiently optimized for a nonlinear CSTR process which 
resulted in minimum ISE (Geetha et al., 2012). This 
technique is easy to implement and has a significantly 
different information sharing system and is even employed 
for distillation column where NARX lag space selection for 
MLP neural model was optimized using PSO (Mohd N N et 
al., 2012).  

PSO makes use of fixed cluster of particles called the swarm. 
All the particles are randomly initialized and enter into 
iteration process and endorsed to move around to explore the 
whole search space dimension. Over a number of iterations, 
each particle j exhibits different performance in each iteration 
considering their present and past values. These particles are 
guided by previous velocity of each particle, distance from 
the individual particle’s personal best position, and distance 
from the swarm’s global best position. Velocity and position 
update is given in the equation (25) and (26) respectively. 

𝑣௝,௠
ሺ௧ାଵሻ = w 𝑣௝,௠

ሺ௧ሻ  + a1 r1 [𝑝𝑏𝑒𝑠𝑡௝,௠
ሺ௧ሻ   – 𝑝௝,௠

ሺ௧ሻ  ] + a2r2 [𝑔𝑏𝑒𝑠𝑡௝,௠
ሺ௧ሻ  - 

𝑝௝,௠
ሺ௧ሻ )]                                                                                 ( 25)                  

where j=1,2…N(number of particles in group), m=1,2,…,d 

(dimension), 𝑣௝,௠
ሺ௧ሻ  is the velocity of the particle at time t ; 𝑝௝,௠

ሺ௧ሻ  

is the current position of the particle at time t ; 𝑝𝑏𝑒𝑠𝑡௝,௠
ሺ௧ሻ  is 

the individual best value of the particle as of time t ; 𝑔𝑏𝑒𝑠𝑡௝,௠
ሺ௧ሻ   

is the global best position as of time t. Here the parameters to 
be optimized are (T, R ,D ), therefore the dimension of the 
problem is 3. The size of the swarm (number of birds) is 
chosen as 20 and maximum number of bird steps is 10. PSO 
parameter a1 & a2   are the acceleration coefficients whose 
value is chosen to be one for both the zones of the conical 
tank. Inertia coefficient (w) usually selected is in the range of 
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(0.8 to 1.2). Low value of w hastens the convergence and a 
high value encourages exploration in space dimension. The 
value of w is chosen to be 0.9. The random values r1 and r2 are 
of (3x10) matrix. The particles position is updated by adding 
velocity.  

𝑝௝,௠
ሺ௧ାଵሻ = 𝑝௝,௠

ሺ௧ሻ + 𝑣௝,௠
ሺ௧ାଵሻ                                                          (26) 

All the particles collectively communicate with each other 
having its personal best and global best to integrate at a 
particular point to obtain an optimal solution. Flow chart of 
PSO algorithm for NN based RTDA controller design is 
shown in figure 9.  

 

Fig. 9.   The flowchart of PSO- NN based RTDA controller 

The performance of optimization algorithm in terms of 
efficiency, speed of convergence, and accuracy depends on 
objective function. In this paper, two parameter based 
objective function is considered, peak overshootሺ𝑀௉), which 
is a time domain constraint and integral squared error (ISE) 
as given in the equation (27). 

J() =𝛼  ISE +   𝑀௉                                                        (27) 

 = [T, R, D]                                                                    (28) 

where   are the parameters to be optimized, and the 
weighting function 𝛼 ൌ 10 and   =10. The search boundary 
for (T, R ,D ) is consigned as T, R ,D  : min 0 to max 1. The 
block diagram of NN based RTDA controller with PSO is 
shown in figure 10. The Meta-heuristic algorithm (PSO) is 
used to tune the parameters of RTDA controller in order to 
ensure optimum control performance of the conical tank 
system. The controller parameters (T, R ,D ) of RTDA 
controller are tuned  offline for 100 iterations using the 
process model for set point tracking and regulatory 
performance.  The tuning procedure is repeated 15 times 
independently, then the best values among the trials are 
implemented in the controller design in order to achieve 
efficient performance for both the operating points. The value 

of the controller parameter A depends on the prediction 
horizon (P) chosen. Initial swarm of particles in search space 
dimension are first developed by PSO and represented by the 
matrix. Each particle in search space represents an entrant 
solution for RTDA control parameters and their values are 
normalised to stay between 0 and 1 value. Here the position 
and velocity of the particle are represented by matrices of 3x 
swarm size where, swarm size is the number of particles. 
Optimized values for NN-RTDA controller parameters using 
PSO yielded a very good response for both the operating 
zones of the conical tank. 

 

Fig. 10.   The block diagram of proposed NN-RTDA (PSO) 
control design 

7.   RESULTS AND DISCUSSION 

The developed NARX model is integrated into the RTDA 
control structure. Programming is done using if-else block in 
MATLAB\Simulink in order to select specific zone of 
conical tank in accordance with the given setpoint conditions. 
The effects of each tuning parameter (𝜃R , 𝜃T, 𝜃D and 𝜃𝐴ሻ of 
RTDA controller are analysed by assigning the setpoints in 
two different zones where each tuning parameter is varied, by 
keeping other three tuning parameter values constant. To 
serve this purpose some parameters are chosen on trial and 
error basis and are listed in the Table 3 and Table 4. Figures 
11 and 15 shows the overall aggressiveness response for both 
the operating zones. The prediction horizon P is selected as 2, 
10, 15, 20 for both the zones and the value of 𝜃𝐴 is calculated 
using the equation (24) as 0.00338, 0.03, 0.0464, 0.0625 
respectively for zone 1 and 0.0016, 0.015, 0.02, 0.03 
respectively for zone 2. By analysing the responses it is found 
that good setpoint tracking and disturbance rejection is 
observed for smaller value of 𝜃𝐴. Thus it is proved that the 
overall aggressiveness of the system can be easily altered 
with the help of  𝜃஺.  

Table 3. Tuning Parameters (Zone 1). 

 Trial  
1 

Trial 
2 

Trial 
3 

Trial 
4 

𝜃஺ 
[ 𝜃T = 0.1,𝜃D = 0.1,𝜃R = 0.6] 0.0033 0.03 0.04 0.06 

𝜃T 
ሾ𝜃A=0.0033, 𝜃D = 0.1,𝜃R = 0.6] 0.1 0.8 0.96 0.99 

𝜃D 
[𝜃A= 0.0033, 𝜃T = 0.9,𝜃R= 0.4] 

0.2 
 

0.4 
 

0.6 
 

0.8 
 

𝜃R 
ሾ𝜃A= 0.0033, 𝜃T = 0.2,𝜃D= 0.3] 

0.2 
 

0.4 
 

0.6 
 

0.8 
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Table 4. Tuning Parameters (Zone 2). 

 Trial  
1 

Trial  
2 

Trial 
3 

Trial 
4 

𝜃஺ 
[ 𝜃T = 0.1,𝜃D = 0.1,𝜃R = 0.6] 0.0016 0.015 0.02 0.03 

𝜃T 
ሾ𝜃A=0.0016, 𝜃D = 0.1,𝜃R = 0.6] 

 
0.1 0.8 0.96 0.99 

𝜃D 
[𝜃A= 0.0016, 𝜃T = 0.9,𝜃R= 0.4] 

 

0.2 
 

0.4 
 

0.6 
 

0.8 
 

𝜃R 
ሾ𝜃A= 0.0016, 𝜃T = 0.2,𝜃D= 0.3] 

 

0.2 
 

0.4 
 

0.6 
 

0.8 
 

 

The servo response of the system can be easily enhanced by 
varying  𝜃𝑇 as shown in figures 12 and 16. Sluggish response 
is observed for higher value of 𝜃𝑇 and good servo response is 
observed for lower value of  𝜃். This observation is analysed 
by keeping other tuning parameters constant while 𝜃𝑇 is 
varied. Figures clearly depict that the variations in 𝑇 don’t 
have any effects on other performance attributes like 
disturbance rejection and robustness.  

 

Fig. 11. Effect of 𝜃A on Aggressiveness ( zone 1). 

  

Fig. 12.  Effect of 𝜃T on Setpoint Tracking (zone 1).    

The figures 13 and 17 illustrate the effects of tuning 
parameter  𝜃𝐷 used for disturbance rejection, when the other

parameters are kept constant. The time taken for rejecting the 
disturbance is reduced for smaller values of 𝜃𝐷 whereas for 
an increase in  𝜃𝐷, the response becomes more sluggish. The 
effect of changing the robustness tuning parameter 𝜃𝑅 is 
shown in figures 14 and 18. The transfer function model was 
implemented for the plant. These responses are obtained by 
introducing 20% parametric error (plant/model mismatch) 
intentionally and the robustness of the system was analysed 
for different values of 𝜃𝑅  by keeping other tuning parameters 
at constant values. 

  

Fig. 13. Effect of 𝜃D on Disturbance Rejection (zone 1).  

 

 

Fig. 14. Effect of 𝜃R on Robustness (zone 1). 

 

Fig. 15. Effect of 𝜃A on Aggressiveness (zone 2). 
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Fig. 16.  Effect of 𝜃T   on Setpoint Tracking (zone 2). 

 

Fig. 17. Effect of 𝜃D on Disturbance Rejection (zone 2). 

 

Fig. 18. Effect of 𝜃R on Robustness (zone 2). 

For higher value of  𝜃𝑅 , the response becomes more 
sluggish, the time taken to reject the disturbance increases 
and settling time also increases exponentially.  Good robust 
performance is obtained for lower values of 𝜃𝑅. Optimum 
response is obtained when the value of  𝜃𝑅 is 0.6. Thus the 
robustness of the system can be adjusted by the parameter 𝜃𝑅. 

7.1 PSO for the RTDA Controller Parameters 

The RTDA tuning parameter values ranging between 0 and 1 
are selected using trial and error method which results in an 
extensive search. The influence of wrong parameter selection 
for RTDA controller may result in mediocre closed loop 
performances. To optimize this problem, a computational 
technique called PSO is employed. The response is analysed 
for randomly chosen values of tuning parameters for two 
trials and third trial is based on optimized values of tuning 
parameters using PSO as shown in Table 5 for both the 
operating zones.  

Table 5. Tuning parameters of NN RTDA controller. 

Figures 19 and 20 depict the performance of NN-RTDA 
controller based on PSO optimization for zone 1 and zone 2 
respectively. Setpoint tracking characteristics and disturbance 
rejection capability are analysed and is found to be efficient 
when the tuning parameters are optimized using PSO. The 
values of 𝜃T, 𝜃D and 𝜃R are chosen to be high in trial 1. It is 
observed that the settling time is more and highly oscillating  
when 𝜃T is tuned for high value.  

 

Fig. 19. Response of the system   (zone 1). 

 

Fig. 20. Response of the system   (zone 2). 

The value of 𝜃R   has a very high impact on the response of 
the system. There are noticeable high oscillations for high 
value of 𝜃R and hence robustness of the system is also 
reduced. For the high value of 𝜃D, the disturbances induced 
into the system are not rejected quickly but rather takes more 
time. The values for 𝜃T, 𝜃D and 𝜃R  for both the operating 
zones in trial 2 are chosen. Overshoot is observed and 
disturbances induced are not rejected instantly. Though it 
doesn’t touch the zenith when compared to the previous 
selection of values, the response seem to be quite satisfactory. 
However, the servo and regulatory responses eludes for 

Zone 1 

𝜃A 𝜃T 𝜃D 𝜃R 

Trial 1:NN RTDA 0.0033 0.8 0.8 0.9 

Trial 2:NN RTDA 0.0033 0.6 0.6 0.8 

NN RTDA-PSO 0.0033 0.2452 0.0725 0.673 

Zone 2 

  𝜃A 𝜃T 𝜃D 𝜃R 

Trial 1:NN RTDA 0.0016 0.8 0.8 0.99 

Trial 2:NN RTDA 0.0016 0.65 0.5 0.65 

NN RTDA-PSO 0.0016 0.1822 0.0887 0.407 
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optimum performance. The optimized values of tuning 
parameters using PSO when implemented for NN based 
RTDA controller tend to give very smooth responses and 
disturbances induced are also rejected at a faster rate. The 
system is also found to be more robust. 

7.2 Performance Comparison of RTDA Controller Design 
based on Process Models 

Performance metrics for both the operating zones is given in 
Table 6 and Table 7. Based on the observations made, it is 
concluded that the NARX neural model based RTDA 
controller for the conical tank is better when  compared to TF 
model based RTDA controller in terms of ISE and gain 
margin and efficient performance is evident, when the tuning 
parameters of NN-RTDA controller is optimised using PSO. 

The robustness analysis is very important as the process 
model used in controller design is often a replica of the 
industrial process. Usually, gain margin is a measure of 
stability and is also related to the robust performance of the 
closed loop system. Robustness analysis using Bode’s plot 
for conical tank system with RTDA controller using two 
different models are analysed in both the operating zones. 
The TF models were developed using Levenberg-Marquardt 
algorithm and back propagation algorithm in MATLAB 
using the same experimental data sets. 

Table 6.  Performance metrics for zone 1 (h = 20 cm) 

Table 7.  Performance metrics for zone 2 (h = 40 cm) 

 

 

The value of tuning parameters 𝜃஺, 𝜃் , 𝜃஽ , 𝜃ோ were kept 
same for both the controller design. The gain margin for NN- 
RTDA controller design seems to be comparatively higher 
than that of TF-RTDA controller. It is also observed that 
proper selection of RTDA tuning parameters using PSO 
algorithm further increases the gain margin and ensures better 
robustness for the control system. 

7.3 Performance Comparison based on different Control 
Schemes 

The NN-RTDA controller optimized using PSO is compared 
with neural network model based MPC and PI-IMC tuned 
controller as shown in figures 21 and 22. The prediction 
horizon P for NN-MPC is kept as two similar to that of NN-
RTDA controller design for fair comparison whereas control 
horizon is kept as one and weighting on the control action is 
not considered. In PI-IMC controller, the value of filter time 
constant  plays a vital role as it has control over the 
robustness and closed loop performance of the system. The 
value of   is tuned in such a way that there is a trade-off 
between the performance and robustness of the system. Based 
on the value of  , Kp  and Ki are selected as (Kp =30, Ki 
=0.1) for zone 1 and (Kp =15, Ki =0.0257) for zone 2. The 
value of  for zone 1 and zone 2 is chosen as 9.8 and 26 
respectively.  

Encountering real challenging scenario, step changes are 
given in reference so as to analyse whether the controller is 
able to sustain setpoint tracking characteristics. It is observed 
that despite of the changes in reference, all the control 
schemes are able to track the changes and maintain a desired 
setpoint. The setpoint is varied from 0 to 10 cm then 10cm to 
20cm for zone 1 and 35cm to 40cm, 40cm to 45cm and 45cm 
to 35cm for zone 2.  NN RTDA controller shows improved 
performance compared to NN-MPC and PI-IMC controller in 
terms of speed of output response. The NN-MPC controller 
exhibits fine oscillations about its steady state but performed 
well when compared to PI-IMC controller, where the 
response overshooted before it settled down about its settling 
point. NN RTDA controller optimized using PSO was able to 
maintain the level at a given setpoint even in highly nonlinear 
zone (zone 2). 

 

Fig. 21.  Setpoint tracking and disturbance rejection 
capability of controllers for zone 1. 
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Fig. 22.  Setpoint tracking and disturbance rejection 
capability of controllers for zone 2 

All the three control schemes are assessed for disturbance 
rejection capability in the presence of disturbance of flow 
rate. Disturbance rejection capability of NN-MPC is meagre 
compared to NN-RTDA controller whereas PI-IMC 
controller showed a sluggish response for both the zones.  
Based on the ISE comparison for all the three control 
schemes, NN RTDA-PSO controller was pre-eminent for   
controlling the nonlinear system as shown in Table 8. 

Table 8.  Performance metrics based on ISE 

 Zone 1 Zone 2 

NN RTDA – PSO 383.9002 1.2305e+03 

NN MPC 866.2214 1.5672e+03 

PI-IMC 2.0193e+03 2.0688e+03 

 

8.   CONCLUSIONS 

The level control for the nonlinear conical tank process is 
done using NN model based RTDA controller, with its four 
exclusive tuning parameters. The closed loop performances 
are analysed in detail which elucidates that each tuning 
parameter is unique and can be adjusted independently which 
is not possible with other controllers. Performance attributes 
namely, setpoint tracking, disturbance rejection, robustness 
and aggressiveness for the closed loop system is easily 
altered by using appropriate tuning parameters without 
affecting each other. To efficiently predict the future plant 
behaviour, NARX neural model obtained from the empirical 
data set is used in RTDA controller design. The simulation 
results prove that NN model based RTDA controller 
performance is more efficient in terms of ISE, than the TF 
model based controller. In spite of large plant-model 
mismatch, NN model based RTDA controller showed 
significant improvement in terms of increased robustness. 
Instead of the usual random pick and selecting the values of 
the tuning parameters, a highly efficient Particle Swarm 
Optimization (PSO) is employed to identify the optimal 
values to give a precise, distinct solution for accentuating and 
enhancing aggressiveness, robustness, set point tracking and 
disturbance rejection in the closed loop response. NN based 
RTDA controller which is optimized using PSO is further 
compared with PI- IMC controller and NN MPC. NN RTDA 
controller gives better performance like NN MPC.  RTDA 

controller solves all the tuning associated problems that exist 
in PID and MPC. With its expedient tuning parameters, NN 
RTDA controller improves the aggressiveness, robustness, 
tracking, and regulation properties of the system 
independently to get preferred response which is not possible 
using the other two control schemes. It has one limitation it 
cannot handle input output constraints effectively like MPC.  
In future, deep learning algorithm such as LSTM neural 
networks can be the next leveraging technology for finer 
prediction of the output vector in RTDA controller design.  
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