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Abstract: This paper studies the fixed-time tracking control for multi-input multi-output (MIMO) nonlinear 

systems with uncertainties and external disturbances. Based on command-filtered technique, an adaptive 
fixed-time backstepping control method is proposed. Compared with the existing finite-time control, the 

settling time does not depend on initial conditions. The prediction error generated by the serial-parallel 

estimation model is combined with error compensation signal to construct a network adaptive law for 

weight updating. Meanwhile, the external disturbance and network approximation error compose lumped 

disturbance, which is estimated by the adaptive disturbance observer. Through strict theoretical analysis, 

the tracking error converges to a small neighborhood of the origin within a fixed time and all signals in the 

control system are bounded. Two simulation examples are given to demonstrate the benefits of the 

presented method. 

Keywords: Fixed-time control (FiTC), command-filtered, backstepping, serial-parallel estimation model 
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1. INTRODUCTION 

In recent years, the adaptive backstepping method has been 

utilized in real-time tracking control owing to its recursive 

design framework (Ata and Coban, 2022; Van et al., 2019; 

Vallejo Alarcon, 2020). Nonetheless, the virtual controller 

needs to be differentiated repeatedly for the classical 

backstepping technique, which leads to a significant increase 

in computational complexity. To avoid this problem, the 

dynamic surface control scheme was investigated by letting 
the virtual controller pass through filter to replace complicated 

differential operation (Swaroop et al., 2000; Shojaei et al., 

2019; Liu et al., 2020; Ma et al., 2019). Additionally, (Farrell 

et al., 2009 and Dong et al., 2012) developed command-

filtered backstepping (CFB) approach to avoid repeated 

differentiation and eliminate filtering error simultaneously. 

For uncertain nonlinear control systems with external 

disturbances, fuzzy logic systems and neural networks (NNs) 

have been mainly used to approximate unknown nonlinear 

functions because of their universal approximation abilities 

(Euldji et al., 2022; Chen and Lin, 2021; Van Tran and Wang, 
2017; Wang et al., 2018a; Dong et al., 2022; Jebri et al., 2020). 

Especially, NNs have been extensively employed in a variety 

of backstepping control schemes (Zhang et al., 2018; Yu et al., 

2020; Niu et al., 2017; Qiu et al., 2020; Cao et al., 2018; Chen 

et al., 2010). The approximation precision of NN has a large 

influence on system performance. Fortunately, the 

approximation capacity of NN can be assessed by prediction 

error derived from serial-parallel estimation model (SPEM). 

Some promising researches have been carried out (Xu et al., 

2020; Xu and Sun, 2018; Sun et al., 2020; Xu, 2018), which 

constructed network adaptive laws (NALs) with prediction 

errors to improve approximation precisions. At the same time, 

(Wang et al., 2018b and Li et al., 2015) developed SPEM-

based adaptive fuzzy control approaches to increase 

approximation abilities. Nevertheless, the aforesaid methods 

can only assure asymptotic stability. In other words, the error 

convergence is realized as time goes to infinity. 

Compared with asymptotic control schemes, the finite-time 

control (FTC) guarantees that the control objective can be 

achieved in a limited time. (Sun et al., 2022) presented a finite-

time composite adaptive neural control (FTCANC) method to 

achieve high-precision tracking performance. (Yu et al., 2018) 

proposed a finite-time command-filtered backstepping control 

method to solve the problem of finite-time tracking control for 

a class of high-order nonlinear systems. However, the upper 

bound of settling time (UBOST) of FTC relies on initial 

conditions. The settling time will become unacceptable when 

initial conditions are far from the origin. Fortunately, 
(Polyakov, 2012) proposed a fixed-time control (FiTC) 

strategy to resolve this problem. This method has all 

advantages of FTC and the UBOST is only determined by 

control parameters. In the meantime, many academics have 

employed FiTC to deal with tracking problems (Ba et al., 

2019; Sun et al., 2023; Yang and Ye, 2018; Guo et al., 2022; 

Yang et al., 2021; Kanchanaharuthai and Mujjalinvimut, 2022; 

Gao and Guo, 2019; Song et al., 2021). For example, a fixed-

time adaptive neural control (FiTANC) method was 

investigated in (Ba et al., 2019) to address the fixed-time 

adaptive control for nonstrict feedback nonlinear systems. 
(Sun et al., 2023) proposed a fixed-time adaptive control 

scheme to improve the control performance for nonlinear 

systems subject to input saturations. (Yang et al., 2021) put 
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forward an observer-based adaptive fixed-time control 

strategy for constrained nonstrict feedback nonlinear systems 

with prescribed performance. Although FiTC methods have 

achieved a series of superior results, there still exist a issue to 

be settled. The constructed NALs are only yielded by tracking 

errors, which cannot assure accurate approximation. 

Based on above analysis, this paper proposes a command-

filtered based fixed-time adaptive backstepping control 

approach to achieve high-precision trajectory tracking. The 

radial basis function NNs (RBFNNs) are employed to 
approximate uncertainties. The NALs containing error 

compensation signals and prediction errors are constructed for 

weights updating to improve the approximation precision. The 

adaptive disturbance observers (ADOs) are designed to 

estimate lumped disturbances fused by external disturbances 

and approximation errors of RBFNNs. 

Compared with previous results, the main innovations of this 

paper can be stated as follows. 

1) Different from previous FiTC schemes (Ba et al., 2019; 

Sun et al., 2023; Yang and Ye, 2018; Guo et al., 2022; 

Yang et al., 2021; Kanchanaharuthai and Mujjalinvimut, 
2022; Gao and Guo, 2019; Song et al., 2021), the NALs 

are constructed by error compensation signals and 

prediction errors, which can improve the approximation 

precision. New virtual controllers and error 

compensation signals are designed to guarantee the 

system is fixed-time stable. 

2) Compared with existing composite control (Xu et al., 

2020; Xu and Sun, 2018; Sun et al., 2020; Xu, 2018; 

Wang et al., 2018b; Li et al., 2015; Sun et al., 2022), this 

paper presents a novel SPEM to generate prediction error, 

which contributes to the fixed-time stability of control 

plant. The approximation accuracy of NN is improved 

under NALs. 

3) Unlike conventional disturbance observers 

(Kanchanaharuthai and Mujjalinvimut, 2022; Gao and 

Guo, 2019; Song et al., 2021), the developed ADOs can 

estimate lumped disturbances synthesized by external 

disturbances and approximation errors of NNs. The 

control performance can be greatly enhanced by using 

ADOs for disturbance compensation. 

The rest of this paper is organized as follows. Section 2 shows 

the system information. Section 3 reveals the specific 

controller design and stability analysis. Two simulation 
examples are given in Section 4 to verify the validity of the 

investigated method, and Section 5 presents the conclusion. 

2. PROBLEM FORMULATION AND PRELIMINARIES 

2.1 Preliminaries 

Definition 1 (Sun et al., 2023). Consider the following 

nonlinear system: 

0( ) ( ( )), (0) 0, (0)x t f x t f x x= = =           (1) 

where +: n nf  →  is a nonlinear function, ( ) nx t   

represents the system state signal. The system (1) is practically 

fixed-time stable (FiTS) if there exist constants 0  , 
max 0T   

and a bounded settling time 
0 max( , )T x T   such that ( )x t   

holds for 
0( , )t T x  . 

Lemma 1 (Ba et al., 2019). For system (1), if there is a positive-

define Lyapunov function ( )V x  satisfying 

1 2

1 2( ) ( ) ( )V x pV x p V x c  − − +     

where the constants 1 2, 0p p  , 1 1  , 20 1   and scalar 

0 c  . Then the system (1) is practically FiTS and the 

settling time T  can be expressed as 

max

1 1 2 2

1 1

( 1) (1 )
T T

p p   
 = +

− −
  

 

The residual set of the solution of system (1) is given by 

1 2

1 1

1 2

( ) min ,
(1 ) (1 )

c c
x V x

p p

 

 

  
     

      
− −     

  

 
 

 

where 0 1  . 

Lemma 2 (Zuo and Tie, 2014). For constant 0p   and variable 

( 1,2,..., )jx j n = , one obtains 

1 1

1

1 1

, 0 1

, 1

p
n n

p

j j

j j

p
n n

p
p

j j

j j

x x p

n x x p

= =

−

= =

 
    
 

  

  
  

 

 

 

 

 

Lemma 3 (Qian and Lin, 2001). For any given positive 

numbers 1h , 2h and real-valued function ( , ) 0s x y  , the 

following holds for ,x y  . 

1
1 2 1 2 1 221 2

1 2 1 2

( , ) ( , )
h

hh h h h h hh h
x y s x y x s x y y

h h h h

−+ +
 +

+ +
  

 

Lemma 4 (Yu et al., 2020). If 
, ,( )i j i jH Z  is a continuous function 

defined on a compact set 
,i j , there exists an RBFNN 

, , ,( )T

i j i j i jW S Z  such that 

, , , , , ,( ) ( )T

i j i j i j i j i j i jH Z W S Z = +    

where 
, , ,1 , ,2 , ,[ , ,..., ]T r

i j i j i j i j rZ Z Z Z=  represents the network input 

with r nodes. , , ,1 , ,2[ , ,...i j i j i jW W W=
, ,, ]T

i j lW
l indicates the 

network weight with l codes. ,i j is the approximation error, 

satisfying 
, , ,1i j i j   and 

, , ,2i j i j  . , ,1i j  and , ,2i j  are unknown 

positive numbers. , ,( )i j i jS Z =
, ,1 , ,2 , ,[ , ,..., ]T l

i j i j i j ls s s  is the network 

basis function, , ,i js  is the Gaussian function defined as  

2

, ,

, , 2
exp

2

i j i j

i j

Z c
s

b




 −
 = −
 
 
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where 
, , ,1 , ,2 , ,[ , ,..., ]T r

i j i j i j i j rc c c c=  is the center vector and b is 

the width parameter, 1,2,...,l = . 

2.2 Problem formulation 

Consider the following uncertain MIMO nonlinear 

system: 

, , , , , , 1 ,

, , , , , ,

,1

( ) ( ) ( )

( ) ( ) ( )
i i i i i i

i j i j i j i j i j i j i j

i n i n i n i n i n i i n

i i

x f x g x x d t

x f x g x u d t

y x

+
 = + +


= + +


=

             (2) 

where 1,2,...,i n= and 1,2,..., 1ij n= − . In the ith subsystem,

, ,1 ,2 ,[ , ,..., ]T j

i j i i i jx x x x=  denotes the state vector of the jth 

differential equation. 
, ( )i jf  represents the unknown nonlinear 

function.
, ( )i jg  is the known bounded function. , ( )i jd  stands for 

the external disturbance. 
iu  and 

iy  are the input and output 

respectively. 

Assumption 1 (Wang et al., 2018b). Desired signals
,i dy and 

,i dy

are known smooth bounded functions. 

Assumption 2 (Zhao and Song, 2019). There exist positive 

numbers 
1g  and 2g  such that 

1 , 2( )i jg g g   holds. 

Assumption 3 (Xu and Sun, 2018). There exist positive 

numbers , ,1i jd  and , ,2i jd  such that 
, , ,1( )i j i jd t d  and 

, , ,2( )i j i jd t d  

hold. 

Remark 1. Assumption 1 is commonly utilized in tracking 

control. Assumption 2 represents that the control gain , ( )i jg in 

(2) is a nonzero bounded function, revealing the controllability 

of the control system. The constants 1g and 2g are only 

employed for the stability analysis, whose specific values are 

not need to be known. Assumption 3 is generically used in 

disturbance observer design. 

The control target of this paper is to design a fixed-time 

command-filtered backstepping controller. The tracking error 

converges to a small neighborhood of the origin within a fixed 

time and all signals of the control plant are bounded. 

To simplify analysis, , ,( )i j i jf x , , ,( )i j i jg x , , ( )i jd t and , ,( )i j i jS Z are 

abbreviated as ,i jf , ,i jg , ,i jd and ,i jS  respectively. 

3. CONTROLLER DESIGN AND STABILITY ANALYSIS 

3.1 Design the fixed-time backstepping controller 

The tracking errors are designed as  

,1 ,

, , ,

i i i d

c

i j i j i j

z y y

z x x

= −


= −

              (3) 

where ,i dy represents the desired signal, 
,

c

i jx represents the 

output signal of the filter, 1,2,...,i n= , 2,..., ij n= . The filter is 

introduced as follows (Gao and Guo, 2019): 

( )

( )

( )

( )

, ,1

, ,2

, ,3

, ,4

, ,1 , ,1

, ,1 , ,1 , ,

, ,2 , , , ,2

, ,2 , ,3 , ,

, ,4 , ,

i j

i j

i j

i j

i j i j

l

i j i j i j i j

l

i j i j i j i j

l

i j i j i j i j

l

i j i j i j

k sign

k sign

k sign

k sign

 







=

= −  

−   +

= −  

−  

 (4) 

where 
, , ,1 ,i j i j i j  = − is the filtering error satisfying 

,i j j  , 

the virtual controller
,i j is the input signal, 

, , ,1

c

i j i jx =  is the 

output signal, 
, , ,1

c

i j i jx = . 
, , 0i j sk  ( 1,2,3,4s = ) are design 

parameters, , ,1 , ,30 , 1i j i jl l   and , ,2 , ,4, 1i j i jl l   are constants. 

In order to eliminate 
,i j , the filtering error compensation 

signal (FECS) and tracking error compensation signal (TECS) 

are defined as ,i j and ,i jv , respectively. The following is 

satisfied. 

, , ,i j i j i jv z = −  (5) 

The virtual controllers are designed as 

2

1

,1

,1 ,1 ,1 ,1

,1

,1

,1 ,1 ,1 ,1 ,1 ,

( )1
2

ˆ ˆ

i

i i i i

i

Ti

i i i i i i d

l
v h v sign v

g
p v W S y









 
− − 

=  
 − − − + 

 (6) 

2
1,

, , , , , ,

,

,

, 1 , 1 , , , ,

( )1
2

ˆ ˆ

i j

i j i j i j i j i j i j

i j

T ci j

i j i j i j i j i j i j

l
v p v h v sign v

g
g z W S x





− −

 
− − − 

=  
 − − − + 

 (7) 

where , 0i jp  , , 0i jh  , , 0i jl  , 1 1   and 20 1   are constants. 

,î j and
,

ˆ
i jW are estimations of ,i j  and ,i jW , respectively. ,i j  is 

the lumped disturbance and will be defined later. 

The FECSs are constructed as 

2
1

,1 ,1 ,1 ,1 ,1 ,1

,1 ,1 ,1 ,2 ,1 ,1

( )

( )

i i i i i i

i i i i i i

s r sign

g g l sign

   

 

= − −

+  + −
 (8) 

2
1

, , , , , , , ,

, , 1 , 1 , 1 , ,

( )

( )

i j i j i j i j i j i j i j i j

i j i j i j i j i j i j

s r sign g

g g l sign

   

  + − −

= − − + 

+ − −
 (9) 

2
1

, , , , , ,

, 1 , 1 , ,

( )

( )

i i i i i i

i i

i n i n i n i n i n i n

i j i j i n i n

s r sign

g l sign


   

 − −

= − −

− −
 (10) 

where the constants , 0i js   and , 0i jr  . 

To improve approximation capacity of NN, the prediction 

error is defined as , , , ,
ˆ

z i j i j i jx x x= − , where ,
ˆ

i jx  is deduced from 

the following SPEM: 

2
1

2
1

, , , , , , 1

, ,1 , , , ,2 , , , ,

, , , , ,

, ,1 , , , ,2 , , , ,

ˆ ˆˆ

( )

ˆ ˆˆ

( )

i i i i i

i i i i i

T

i j i j i j i j i j i j

i j z i j i j z i j z i j

T

i n i n i n i n i n i

i n z i n i n z i n z i n

x W S g x

x x sign x

x W S g u

x x sign x








 



 

+
 = + +

 + +


= + +

 + +


 (11) 
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where 
, ,1i j  and 

, ,2i j  are positive numbers, 
,

ˆ
ii n and

,
ˆ

ii nW are 

estimations of 
, ii n and

, ii nW , respectively. 
, ii n is the lumped 

disturbance. 

Remark 2. Unlike the prediction error built in previous 

composite adaptive control (Xu et al., 2020; Xu and Sun, 2018; 

Sun et al., 2020; Xu, 2018; Wang et al., 2018b; Li et al., 2015; 

Sun et al., 2022), the presented SPEM has fractional power 

terms 1

, ,z i jx  and 2

, , , ,( )z i j z i jx sign x


, which contribute to the fixed-

time stability of the control plant (2). 

Thereby, through employing the prediction error
, ,z i jx and error 

compensation signal
,i jv , the NAL 

,
ˆ

i jW  is constructed as 

, , ,1 , , ,2 , , , , ,
ˆ ˆ( )i j i j i j i j z i j i j i j i jW a v a x S W= + −  (12) 

where 
, ,1 0i ja  , 

, ,2 0i ja   and 
, 0i j   are constants. 

The lumped disturbance ,i j is estimated by following ADOs: 

, , , ,

1

, , , , , , 1 , ,

ˆ ( )

ˆ ˆ

i j i j i j i j

T

i j i j i j i j i j i j i j i j

L x

W S g x L v

 

  −

+

= −


= + + −

 (13) 

, , , ,

1

, , , , , , ,

ˆ ( )

ˆ ˆ

i i i i

i i i i i i i

i n i n i n i n

T

i n i n i n i n i n i i n i n

L x

W S g u L v

 

  −

= −


= + + −

 (14) 

where ,i jL  is a positive number and ,i j is the internal state. 

The practical control signal is designed as 

2
1

,

, , , , , ,

,

, 1 , 1 , , , ,

( )1
2

ˆ ˆ

i

i i i i i i

i

i i i i i i

i n

i n i n i n i n i n i n

i

T ci n

i n i n i n i n i n i n

l
v p v h v sign v

u
g

g z W S x




− −

 
− − − 

=  
 − − − + 

 (15) 

where the constants , 0
ii np  , , 0

ii nh   and , 0
ii nl  , 1,2,...,i n= . 

3.2 Stability analysis 

The following theorem states the main result of this paper. 

Theorem 1. Consider the uncertain MIMO system (2) under 

Assumptions 1-3, applying the virtual controllers (6),(7), the 
FECSs (8)-(10), the SPEM (11), the NAL (12), the ADOs 

(13),(14) and the controller (15). The tracking performance 

can be achieved in a fixed time and all signals of the closed-

loop system are bounded. 

Proof. The backstepping-based specific analysis processes are 

as follows. 

,Step i 1 (1 )i n  : 

Based on (2) and (3), ,1ix  can be rewritten as 

,1 ,1 ,2 ,1 ,1 ,1 ,2 ,1 ,1 ,1 ,1( )c T

i i i i i i i i i i ix g z g g x W S  = + + − + +  (16) 

where ,1 ,1 ,1 ,1

T

i i i if W S = + , ,1 ,1 ,1i i id = +  satisfies 
,1 ,1 ,1 ,1,1i i i id   + 

and
,1 ,1 ,1 ,1,2i i i id   +  , ,1,1i  and ,1,2i  are positive numbers. 

With the help of (3), (6) and (16), the derivative of ,1iz  is 

calculated as 

2
1,1

,1 ,1 ,1 ,1 ,1 ,1 ,1

,1 ,1 ,1 ,2 ,1 ,1 ,1

( )
2

i

i i i i i i i

T

i i i i i i i

l
z v p v h v sign v

g g z W S





= − − −

+  + + +

  (17) 

where 
,1 ,1 ,1

ˆ
i i iW W W= −  and 

,1 ,1 ,1
ˆ

i i i  = − are estimation errors. 

Design the following Lyapunov function: 

2 2 2 2

,1 ,1 ,1 ,1,2 , ,1 ,1 ,1 ,1

,1,1

1 1 1 1 1

2 2 2 2 2

T

i i i i z i i i i

i

V v a x W W
a

 = + + + +  (18) 

According to (2), (8), (11)-(13) and (17), the derivative of 
,1iV  

is yielded as 

2 2
1 1

2
1

2
1

1 1,1 1 12

,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1

11

,1 ,1 ,1,1 ,1,2 , ,1 ,1,2 ,1,2 , ,1

,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1

,1 ,

2

( ) ( )

i

i i i i i i i i i i

i i i i z i i i z i

T

i i i i i i i i i i i i

i i

l
V v p v h v s r

l a x a x

L W S s v r v sign

l v

  





 

  

    

+ ++ +

++

= − − − − −

− − −

− + + +

+ 1 ,1 ,1 ,1 ,2 ,1 ,1 ,1 ,2

,1

,1 ,1 ,2 ,1,2 , ,1 ,1 ,1 ,1 ,1 ,1

,1,1

( ) ( )

ˆ

c

i i i i i i i i

i T

i i i i z i i i i i i

i

sign g x g v v

g a x W W
a

  


    

+ − +

+ + + +

 (19) 

,Step i j (2 1,1 )ij n i n  −   : 

By the virtue of (2) and (3), it can be deduced that 

, , , 1 , , , , 1 , , , ,( )c T

i j i j i j i j i j i j i j i j i j i j i jx g z g g x W S  + += + + − + +  (20) 

where 
, , , ,

T

i j i j i j i jf W S = + , , , ,i j i j i jd = + satisfies 
, , ,i j i j i jd  +

, ,1i j and
, , , , ,2i j i j i j i jd   +  , the constants , ,1 , ,2, 0i j i j   . 

With the help of (3), (7) and (20), the derivative of ,i jz is 

obtained as 

2
1,

, , , , , , , , , 1 ,

, , 1 , 1 , 1 , , ,

( ) ( )
2

i j c

i j i j i j i j i j i j i j i j i j i j

T

i j i j i j i j i j i j i j

l
z v p v h v sign v g x

g z g z W S

 



+

+ − −

= − − − + −

+ − + +

 (21) 

where 
, , ,

ˆ
i j i j i jW W W= −  and , , ,

ˆ
i j i j i j  = −  are estimation errors. 

The Lyapunov function is defined as 

1
2 2 2

, , , , , ,2 , ,

1

2

, , ,

, ,1

1 1 1

2 2 2

1 1

2 2

j

i j i k i j i j i j z i j

k

T

i j i j i j

i j

V V v a x

W W
a





−

=

= + + +

+ +


 (22) 

According to (2), (9), (11)-(13) and (21), the derivative of ,i jV  

is derived as 

2
1 1

2
1

2

11 12

, , , , , , , , ,

1 1 1 1

1 1

, , , , , ,1 , ,2 , ,

1 1 1

1

, ,2 , ,2 , , , , , , ,

1 1

1

2

( )

j j j j

i j i k i k i k i k i k i k i k i k

k k k k

j j j

i k i k i k i k i k i k z i k

k k k

j j
T

i k i k z i k i k i k i k i k i k

k k

V l v p v h v s

r l a x

a x L W S

s

 

 





  

  

++ +

= = = =

+ +

= = =

+

= =

= − − − −

− − −

− − +

+

   

  

 

2
1

, , , , , , ,

1 1

, , , , , , 1 ,

1 1

,

, ,2 , , , , ,

1 1 , ,1

, , , , , 1 , , , 1

1

( )

( ) ( )

ˆ

j j

i k i k i k i k i k i k i k

k k

j j
c

i k i k i k i k i k i k i k

k k

j j
i k T

i k z i k i k i k i k

k k i k

j

i k i k i j i j i j i j i j i j

k

v r v sign

l v sign g x

a x W W
a

g v v g

  

  




   

= =

+

= =

= =

+ +

=

+

+ + −

+ +

+ + +

 

 

 



 (23) 
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, iStep i n (1 )i n  : 

From (2) and (3), one obtains 

, , , , , , , ,i i i i i i i i

T

i n i n i n i i n i n i i n i n i nx f g u g u W S = + + = + +  (24) 

where 
, , , ,i i i i

T

i n i n i n i nf W S = + , 
, , ,i i ii n i n i nd = + . There exist positive 

numbers 
, ,1ii n  and 

, ,2ii n  such that 
, , , , ,1i i i ii n i n i n i nd   +  and

, , , , ,2i i i ii n i n i n i nd   +   hold. 

With the help of (3), (15) and (24), the derivative of 
, ii nz  is 

calculated as 

2
1

,

, , , , , , ,

, 1 , 1 , , ,

( )
2

i

i i i i i i i

i i i i i

i n

i n i n i n i n i n i n i n

T

i n i n i n i n i n

l
z v p v h v sign v

g z W S




− −

= − − −

− + +

 (25) 

where 
, , ,

ˆ
i i ii n i n i nW W W= −  and , , ,

ˆ
i i ii n i n i n  = −  are estimation errors. 

Choose the following Lyapunov function: 

2 2 2 2

, , , ,2 , , , , ,

,

1 1 1 1 1, ,12 2 2 2 2

i i i i i

i

Tn n n n n
i k i k i k z i k i k i k i k

i n

k k k k ki k

v a x W W
V

a

 

= = = = =

= + + + +      (26) 

Based on (10)-(12), (14) and (25), the derivative of , ii nV  can 

be deduced as 

2
1 1

2
1

2

11 12

, , , , , , , , ,

1 1 1 1

1 1

, , , , , ,1 , ,2 , ,

1 1 1

1

, ,2 , ,2 , , , , , ,

1 1

1

2

i i i i

i

i i i

i i

n n n n

i n i k i k i k i k i k i k i k i k

k k k k

n n n

i k i k i k i k i k i k z i k

k k k

n n
T

i k i k z i k i k i k i k i k

k k

V l v p v h v s

r l a x

a x L W S

 

 





  

 

++ +

= = = =

+ +

= = =

+

= =

= − − − −

− − −

− −

   

  

 

2
1

2

, ,

1

, , , , , , , , ,

1 1 1

1

, , , , , , 1 ,

1 1

,

, ,2 , , , , ,

1 1 , ,1

( )

( ) ( )

ˆ

i

i i i

i i

i i

n

i k i k

k

n n n

i k i k i k i k i k i k i k i k i k

k k k

n n
c

i k i k i k i k i k i k i k

k k

n n
i k T

i k z i k i k i k i k

k k i k

L

s v r v sign

l v sign g x

a x W W
a





    

  




=

= = =

−

+

= =

= =

−

+ + +

+ + −

+ +



  

 

 

 (27) 

Using Young’s inequality, one obtains 

2

, , , , ,

1 1ˆ
2 2

T T

i k i k i k i k i kW W W W W − +  (28) 

, , , ,2 2 2

, , , , , ,( ) [ ( )]
2 2 2 2

i k i k i k i k

i k i k i k i k i k i k

l l l l
l v sign v sign v  +  +  (29) 

2 2

, , , , ,2

1 1

2 2
i k i k i k i k    +  (30) 

2

, , , , , , , ,

1 1

2 2

T T T

i k i k i k i k i k i k i k i kW S S S W W −  +  (31) 

( ) ( )
1 21 1

2 2 2 2 22 2
, , , , , , , , , , ,

1 1 1 1 1

2 2 2 2 2
z i k i k z i k i k z i k z i k i kx x x x

 

  
+ +

 +  + +  (32) 

According to Lemma 3, the following inequalities hold. 

1 1 1
1

2 2 2

1 1, , 1

, , , , , , , ,

1 1

1 1, , 2

, , , , , ,

2 2

1 1

( )
1 1

i k i k

i k i k i k i k i k i k i k i k

i k i k

i k i k i k i k i k i k

s s
s v s v v

r r
r v sign v

  

  


  

 


  

 

+ +

+ +


  +

+ +

  +
 + +

 (33) 

With the help of Assumption 2, it can be deduced that 

( ) ( )
1 2

2 2 2

, , , , , , 2 , , 2

1 1
2 2 2 22 2
, , 2

1 1

2 2

1 1 1

2 2 2

i k i k i k i k i k i k i k k i k k

i k i k k

g g g g

g
 

   

 
+ +

      + 

 + + 

 (34) 

Substituting (28)-(34) into (27), 
, ii nV  can be rewritten as 

1 1 1

2 2 2

1

2 2 2

, , , ,2 , ,

, 1

1

2 2 2

, , , ,2 , ,

2

1

2

, , ,

1

, ,1

2 2 2

2 2 2

2 2

i

i

i

n
i k i k i k z i k

i n

k

n
i k i k i k z i k

k

T

i k i k i k

k i k

v a x
V P

v a x
P

W W
P

a

  

  









=

=

=

      
  −  + +                 

      
 −  + +                 

 
− +  

 





( )

2

1 2

2

, , ,

2

1 1 , ,1

2 2

, , , , , ,

1 2

1 1, ,1 , ,1

, ,

, , ,1 , ,

1 , ,1

, , ,2

2 2

2 2 2 2

2

2

i i

i i

i

Tn n
i k i k i k

k i k

T Tn n
i k i k i k i k i k i k

k ki k i k

Tn
i k i kT

i k i k i k i k

k i k

i k i k

W W
P

a

W W W W
P P

a a

W W
a S S

a

L a



 



 



=

= =

=

 
−  +  

 

   
+  + +  +      

   

− −

− −

 

 



( )
2

,

1

1

2
2

in
i k

i

k

C


=

− +

 (35) 

where  1 11

1 , , 1 , 1 1 , 2 , ,12 min (2 ),( ) (2 ), ( 0.5)i k i k i k i k i kP p s s a    −= − − − , 2P

 2 21

, , 2 , 2 2 , 2 , ,22 min (2 ),( ) (2 ), ( 0.5)i k i k i k i k i kh r r a    −= − − − , 1 1( 1) 2 = +  

and 2 2( 1) 2 = +  are positive numbers, 2

1 , , ,21
0.5 ( )

in

i i k i kk
C l 

=
= +

( )2 2 2

, , , ,1 21
0.5

in

i k i k i k kk
W a g

=
+ +  . 

According to Lemma 2, Eq. (35) can be converted as 

( )

( )

1 1 2

1 2

1

, 1 , 2 ,

2 2

, , , , , ,

1 2

1 1, ,1 , ,1

, ,

, , ,1 , ,

1 , ,1

2

,

, , ,2

1

2 2 2 2

2

2 2
2

i i i

i i

i

i

i n i i n i n

T Tn n
i k i k i k i k i k i k

k ki k i k

Tn
i k i kT

i k i k i k i k

k i k

n
i k

i k i k

k

V P n V P V

W W W W
P P

a a

W W
a S S

a

L a

  

 

 





−

= =

=

=

 −  − 

   
+  + +  +      

   

− −

− − −

 



 1iC+

 (36) 

Based on Lemma 3, define 1x = , 2

, , , ,1 ,(2 ) 2T

i k i k i k i ky W W a = + ,

21 0p = −  , 2 0q =   and 2 2(1 )

2s   −= , the following is 

obtained. 

2

2 2

2 2

, , , , , ,(1 )

2 2

, ,1 , ,1

(1 )
2 2 2 2

T T

i k i k i k i k i k i k

i k i k

W W W W

a a



  
  −

 
+  − + +  

 
 (37) 

Suppose there is a unknown constant , 0i k   such that 

2

, , , ,1 , ,(2 ) 2T

i k i k i k i k i kW W a  +   holds，then 

If 2

, , , ,1 ,(2 ) 2 1T

i k i k i k i kW W a +  , one obtains 
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, , ,

, ,1

1
2 2

T

i k i k i k

i k

W W

a



 
+   

 
 (38) 

If 2

, , , ,1 ,(2 ) 2 1T

i k i k i k i kW W a +  , it can be seen that 

1

1

2

, , ,

,

, ,12 2

T

i k i k i k

i k

i k

W W

a






 
+   

 
 (39) 

According to (38) and (39), the following inequality holds. 

1

1

2

, , ,

,

, ,1

1
2 2

T

i k i k i k

i k

i k

W W

a






 
+  +  

 
 (40) 

Substitute (37) and (40) into (36), 
, ii nV  can be deduced as 

1 1 21

, 1 , 2 , 2i i ii n i i n i n iV P n V P V C  − −  −  +  (41) 

where 
, , ,1 , , 2 0T

i k i k i k i ka S S P − −   and 
, 2 , ,22 2 0i k i kL P a− − −   hold, 

2iC

1 2 2(1 )

1 1 , 2 2 21
( 1) (1 )

in

i i k ik
C P P n     −

=
= + + + − . 

The total Lyapunov function is designed as 
,1 i

n

i ni
V V

=
= , it can 

be deduced that 

1 2

1 2V H V H V C  − − +  (42) 

where 1 11 1

1 1min{ }iH n Pn − −= , 2 2min{ }H P=  and 
21

n

ii
C C

=
= . 

The Lemma 1 can be satisfied if appropriate parameters are 

selected such that 1 0H  , 2 0H   and 0 C   hold. The 

control plant (2) is practically FiTS and the settling time is 

given by 

max

1 1 2 2

1 1

( 1) (1 )
T T

H H   
 = +

− −
 (43) 

All signals of the control system converge to the following 

compact set： 

1 2

1 1

1 2

min ( ) ,
(1 ) (1 )

C C
x V x

H H

 

 

 
    

     
− −    

 

 (44) 

where 0 1  . 

Through above analysis, it can be seen that ,i jv , ,i j , , ,z i jx ,
,i jW

and ,i j are bounded, 1,2,..., ij n= , 1,2,...,i n= . Thus, 
,

ˆ
i jW and ,î j

are also bounded. In view of these results, it is easy to deduce 

that all signals of the control plant are bounded and the 
tracking error will converge to a small neighborhood of the 

origin within a fixed time. 

The proof is completed. 

Remark 3. Compared with previous studies, the main 

contributions of presented control scheme are two-fold. 

Firstly, approximation performances of NNs are promoted by 

utilizing prediction errors and compensation signals to 

construct NAL. Different from the existing methods (Xu et al., 

2020; Xu and Sun, 2018; Sun et al., 2020; Xu, 2018; Wang et 

al., 2018b; Li 

et al., 2015; Sun et al., 2022), the prediction errors are derived 

from the novel SPEM (11). Secondly, the ADOs (13) and (14) 

are designed to estimate lumped disturbances. Based on CFB 

design framework, the virtual controller (6), (7) and FECSs 

(8)-(10) are constructed to ensure that the control system is 

stable in a fixed time. 

Remark 4. The parameter values of the proposed control 

method are usually selected according to the characteristics of 

the control plant and the condition that meet the stability 

standard. That is, all parameters need to satisfy Theorem 1. 

Specifically,
, , ,1 , , 2 0T

i k i k i k i ka S S P − −  ,
, 2 , ,22 2 0i k i kL P a− − −  ,

1H =

1 11 1

1min{ } 0in Pn − −  ,
2 2min{ } 0H P=  and

21
0

n

ii
C C

=
=   should be 

ensured. Based on (35) and (41), it can be seen that 

 1 11

1 , , 1 , 1 1 , ,2 , ,12 min (2 ),( ) (2 ), ( 0.5)i k i k i k i k i kP p s s a    −= − − − , 2

2 2P =

 , , 2min (2 ),i k i kh r − 21

, 2 2 , ,2 , ,2( ) (2 ), ( 0.5)i k i k i kr a   −− − and 
2 1i iC C=

1

1 ,1
( 1)

in

i kk
P 

=
+ + 2 2(1 )

2 2 2(1 )iP n    −+ − . Obviously, 
2 0iC   hold. In 

order to make 
1 0P  ,  

, , 1(2 ) 0i k i kp s −  , 
, 1 1( ) (2 ) 0i ks  −  and

11

, 2 , ,1( 0.5) 0i k i ka  − −   should be guaranteed. Similarly, 
,i kh −

, 2(2 ) 0i kr   , , 2 2( ) (2 ) 0i kr  −  and 21

, 2 , ,2( 0.5) 0i k i ka  − −  should be 

satisfied to ensure 2 0P  , 1,2,..., ik n= , 1,2,...,i n= . According to 

(43), the convergence rate can be improved by increasing 1H  

and 2H . In order to increase 1H , the large ,i kp , ,i ks  and , ,1i k  

should be selected. Particularly, ,i kp  should be selected as 

large as possible to compensate large ,i ks . Choose large ,i kh , 

,i kr  and , ,2i k  to increase 2H , and ,i kh  is selected as large as 

possible to compensate large ,i kr . The selection of , ,2i ka  is 

complicated due to 1 1   and 2 1  . A large , ,2i ka  will cause 

small 11

, ,2i ka −  and large 21

, ,2i ka − , while a small 
, ,2i ka  will cause large 

11

, ,2i ka −  and small 21

, ,2i ka − . The selection of , ,2i ka  needs to be adjusted 

according to the actual situation. In addition, too large control 
parameters may result in the input saturation. Therefore, when 

selecting control parameters, it is necessary to keep a balance 

between the system stability and the control effect. 

4. SIMULATION RESULTS 

In this part, two representative examples are presented to show 

the superiority of the designed control method. 

Example 1. The dynamic model of the exoskeleton system can 

be expressed as (Song et al., 2018) 

 
1 2

1

2 1 1 1 2 2

1

= 

= ( ) ( ) ( , )

x x

x M x d f G x C x x x

y x

− − − − −

=

 (45) 

where 1 11 12[ , ]Tx x x= , 2 21 22[ , ]Tx x x= and 2 21 22[ , ]Tx x x= represent the 

joint angle, angle velocity and angle acceleration, respectively. 

The definitions of 1( )M x , 1 2( , )C x x , 1( )G x and their values are 

given in (Song et al., 2018), 1 2[ , ]Tf f f= stands for model 

uncertainty, 1 2[ , ]Td d d= represents external disturbance, 

1 2[ , ]T  = represents the input torque, 1 2[ , ]Ty y y= denotes the 

output angle. 
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Fig. 1. The trajectories of output angle yi and desired angle 

yi,d. 

 

Fig. 2. The trajectories of tracking errors zi,1. 

1 2[ , ]T  = represents the input torque, 1 2[ , ]Ty y y= denotes the 

output angle. 

Control parameters are chosen as 1 3 = , 2 0.6 = , ,1,1 ,1,3 30i ik k= = ,

,1,2 ,1,4 25i ik k= = , ,1,1 ,1,3 2i il l= = , ,1,2 ,1,4 0.5i il l= = , ,1 20ip = , ,2 18ip = ,

,1 25ih = , ,2 20ih = , ,1 ,2 15i is s= = , ,1 ,2 8i ir r= = , ,1 8il = , ,2 6il = , 

,1,1 ,2,1 15i i = = , ,1,2 ,2,2 18i i = = , ,1,1 ,2,1 5i ia a= = , ,1,2 ,2,2 8i ia a= = , 

,1 ,2 15i i = = , ,1 ,2 12i iL L= = , 1,2i = . 

Initial conditions are set as 11 12 21 22[ (0), (0), (0), (0)] [15,3,0,0]T Tx x x x =

. External disturbances are chosen as 1 4sin(4 )d t= and

2 4cos(4 )d t= . The input of the RBFNN is ,2 ,1 ,2 ,2 ,1 ,2[ , , , , ]T T c T T

i i i i i iZ x x x v v=

, 1,2i = , the node number is 256 . The width parameters of the 

basis function are all designed to be 10, and network centers 

are all evenly distributed in [ - 1, 1] . 

This example is to verify the effectiveness of the proposed 

control approach (FiTCFBC) by compared with FiTANC (Ba 

et al., 2019) and FTCANC (Sun et al., 2022).  

For the fair comparison, the design parameters of these 

methods are identical. Figs. 1 and 2 depict contrastive results. 

The tracking performances of these methods are shown in Fig. 

1, and Fig. 2 portrays tracking errors. Although tracking 

performances are all achieved, the tracking error
,1iz in this 

paper is smaller than those two methods. It can be clearly seen 

that the designed FiTCFBC is better than FiTANC and 

FTCANC in tracking effect. 

In order to assess the system performance, integral absolute 

error (IAE) and integral time absolute error (ITAE) are 

introduced as performance indicators to quantify tracking 

errors. When these indicators are smaller, the control 

performance is better. 

IAE and ITAE are defined as 

0

0

,1 ,1

,1 ,1

( )

( )

f

f

t

i i
t

t

i i
t

IAE z z dt

ITAE z t z dt

 =


 =





 

(46) 

where 0 0t =  and 6ft =  are the starting and ending moments 

respectively. 

Table 1 expresses performance indicators and the comparison 

results are shown in Fig. 3. These results obviously show that 

FiTCFBC is better than FiTANC and FTCANC in trajectory 

tracking. 

Table 1. Performance indicators. 

Methods IAE(z11) IAE(z21) ITAE(z11) ITAE(z21) 

FiTCFBC 0.2211 0.1004 0.1572 0.0661 

FiTANC  0.5660 0.1476 0.7264 0.1983 

FTCANC 0.9331 0.2111 1.9626 0.4197 

Fig. 3. Comparisons for performance indicators. 
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Example 2. Consider the following MIMO nonlinear system 

with external disturbances (Yu et al., 2020): 

1,1 1,2

1,2 1,2 1,2 1,2 1,2 1 1,2

1 1,1

( ) ( )

x x

x f x g x u d

y x

 =


= + +


=

                                   (47) 

2,1 2,2

2,2 2,2 2,2 2,2 1,2 2 2,2

2 2,1

( ) ( )

x x

x f x g x u d

y x

 =


= + +


=

                                   (48) 

where external disturbances are chosen as 
1,2 6sin(5 )d t=  and 

2,2 6cos(5 )d t= . Control gains are chosen as 
1,2 2g =  and 

2,2 5g = . 

1,2f and
2,2f are unknown nonlinear functions. 

Desired signals are 
1, 2.5sin( ) 3cos(0.5 ) 2dy t t= + − and

2,dy =

2sin(0.5 ) cos( ) 3t t− + . Initial values are set as 0. The input of 

RBFNN is
, , ,1 ,2[ , ]T

i j i j i iZ x x x= = , 1,2i = , the nodes of hidden layer 

are 32. The width parameters are all designed as 0.8, network 

centers are evenly distributed in [ - 9, 9] .  

Control parameters are chosen as
1 3 = ,

2 0.6 = , 
,1,1 ,1,3 22i ik k= = ,

,1,2 ,1,4 20i ik k= = , 
,1,1 ,1,3 1.2i il l= = ,

,1,2 ,1,4 0.3i il l= = , 
,1 10ip = ,

,2 12ip = ,

,1 15ih = ,
,2 10ih = , 

,1 ,2 10i is s= = ,
,1 ,2 5i ir r= = ,

,1 5il = ,
,2 4il = , 

,1,1 ,2,1 5i i = = ,
,1,2 ,2,2 6i i = = , 

,1,1 ,2,1 2i ia a= = ,
,1,2 ,2,2 2i ia a= = , 

,1 ,2 10i i = = , ,1 5.4iL = , ,2 6.2iL = , 1,2i = .  

 

Fig. 4. The trajectories of yi and yi,d. 

Similar to Example 1, FiTCFBC, FiTANC and FTCANC are 

compared in tracking precision. Select same control 

parameters to ensure the impartial comparison. Fig. 4 
illustrates tracking results of these control methods. Tracking 

errors are depicted in Fig. 5. One can reach the consistent 

conclusion that the proposed FiTCFBC has higher tracking 

accuracy than FiTANC and FTCANC. 

 

Fig. 5. The trajectories of zi,1. 

 

Fig. 6. The trajectories of zi,1 for larger disturbances. 

Moreover, there are two methods to test the robustness of the 

control scheme. One is the variation of dynamic parameters 

and external disturbances. The other is the influence of 

controller parameters on system performance. 11 21[( ) 2]IAE z z+   
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Fig. 7. The trajectories of zi,1 for different 
1 . 

 

Fig. 8. The trajectories of zi,1 for different 2 . 

is used as a performance indicator to quantify the control 

effect. The robustness is verified by following Cases. 

Case 1. The changes in dynamic parameters and external 

disturbances. 

Compared with the initial conditions, the dynamic parameters 

in (47) and (48) are increased 50%, that is 1,2 11 211.5 sin( ) 3f x x= + , 

2,2 21 113 cos( ) 3f x x= + , 
1,2 3g = and

2,2 7.5g = . The external 

disturbances are chosen as 
1,2 12sin(5 )d t=  and 

2,2 12cos(5 )d t= . 

Simulation results for tracking errors are portrayed in Fig. 6. It 

is noteworthy that developed FiTCFBC still realize desired 

tracking precision. 

In Fig. 5, ( ) 0.0472IAE FiCFBC = , ( ) 0.1048IAE FiTANC =  and 

( ) 0.2131IAE FTCANC =  can be calculated. In Fig. 6, it can be 

obtained that ( ) 0.0523IAE FiCFBC = , ( ) 0.1185IAE FiTANC =  and 

( ) 0.2419IAE FTCANC = . Hence, the performances of FiTCFBC, 

FiTANC and FTCANC decrease by 10.81%, 13.07% and 

13.51% respectively. Obviously, the FiTCFBC is more robust 

than those two methods. 

Case 2. Parameter variations of the controller. 

Because there are many parameters, the constants 
1 , 

2  and 

,1ih are as examples. Firstly, all parameters are fixed but 
1  

takes different values, such as 1, 3, 5 and 7. Fig. 7 demonstrates 

the results. 

As can be seen from Fig. 7, although 
1  takes different values, 

it can ensure that tracking errors converge to the neighborhood 

of the origin within a fixed time. When 
1 3  , the overshoot of 

tracking error will enlarge with the increase of 
1 . With the 

help of performance indicator 
11 21[( ) 2]IAE z z+ , the indicators 

corresponding to 
1=1 , 

1=3 , 
1=5  and 

1=7  are 0.0511, 

0.0472, 0.0523 and 0.0532, respectively. Compared with 
1=3

, the system performances of 
1=1 , 

1=5  and 
1=7  degrade by 

8.26%, 10.81% and 12.71%, respectively. Thus, 
1 3 =  is the 

final selection. 

 

 

Fig. 9. The trajectories of zi,1 for different 
,1ih . 
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Secondly, all parameters are fixed but 
2  takes different 

values, such as 0.2, 0.4, 0.6 and 0.8. The comparison results 

are illustrated in Fig. 8. 

From Fig. 8, the tracking errors still realize convergence in a 

fixed time regardless of different 
2 . When 

20 0.6  , the 

overshoot of tracking error will enlarge with the decrease of 

2 . There is a small oscillation if 
2 0.2 = . Specifically, the 

performance indicators for 
2 0.2 = , 

2 0.4 = , 
2 0.6 =  and 

2 0.8 = are 0.0539, 0.0528, 0.0472 and 0.0517, respectively. 

Compared with 
2 0.6 = , the system performances of 

2 0.2 = , 

2 0.4 =  and 
2 0.8 =  decrease by 14.19%, 11.86% and 9.53%, 

respectively. Hence, 
2 0.6 =  is the final value.  

Thirdly, all parameters are fixed but 
,1ih  takes different values, 

such as 12, 15, 18 and 21. Fig. 9 shows comparison results. 

According to Fig. 9, the fixed-time convergence for tracking 

error is also achieved. When ,1 15ih  , with the increase of ,1ih , 

the overshoot of tracking error is also increasing. The 

performance indicators about 
,1 12ih = , 

,1 15ih = , 
,1 18ih =  and 

,1 21ih =  are 0.0501, 0.0472, 0.0491 and 0.0504, respectively. 

Compared with 
,1 15ih = , the system performances of 

,1 12ih = , 

,1 18ih =  and 
,1 21ih =  degrade by 6.14%, 4.03% and 6.78%, 

respectively. Then ,1 15ih =  is a satisfactory choice. 

Based on above analysis, the tracking errors always converge 

to the neighborhood near the origin in a fixed time. The control 

parameters selected in this paper are reasonable and the 

designed control method is robust. 

5.  CONCLUSIONS 

In this paper, a CFB-based fixed-time adaptive control 

algorithm is designed to address the tracking problem for 

uncertain MIMO nonlinear systems with external 

disturbances. Firstly, the tracking errors can converge to the 

small vicinity of origin within a fixed time through designing 

new virtual controllers and FECSs. All signals of control 

system are bounded and the settling time is only related to 
control parameters. Secondly, by structuring prediction errors 

from SPEMs, the NALs are synthesized by prediction errors 

and error compensation signals to improve approximation 

capacities. Thirdly, the presented ADOs are utilized to 

estimate lumped disturbances to improve control performance. 

Finally, the simulation results verify the effectiveness of the 

proposed control method. The future research direction will 

focus on reducing control parameters to decrease the 

computational burden and studying fixed-time control with 

specified performance. 
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