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Abstract: The Early detection and classification of lung nodules using computer-aided diagnosis (CAD) 

is very much needed to reduce mortality rates in lung cancer patients. The spontaneous and accurate 

classification of lung nodule type is very supportive for the precise lung cancer diagnosis. In this paper, a 

novel approach is proposed which employs deep learning for segmentation and ANFIS (Adaptive Neuro 

Fuzzy Inference System) for lung nodule type classification using CT (Computed Tomography) images. 

The proposed approach uses UNet architecture for the effective ROI segmentation on the LIDC (Lung 

Image Database Consortium) database images. A modified ANFIS structure using adjustable parameters 

to choose the contribution of premise parameters to improve classification accuracy is proposed. The 

Texture, statistical and shape features of the segmented region is extracted using GLCM (Gray-level Co-

occurrence Matrix) algorithm. Then ANFIS classifier is employed to classify the nodules into various 

types such as juxta-pleural, juxta-vascular, well-circumscribed, pleural-tail and ground-glass opacity. The 

proposed approach is executed in Python platform and performance of the system is evaluated. The 

results show that the proposed approach achieves sensitivity, accuracy, precision, specificity and AUC 

(Area under ROC Curve) of 97.18%, 98.87 %, 98.72%, 98.3% and 0.978 respectively under epoch 30. 

These results are compared with other lung nodule type classification approaches and found to perform 

better than other approaches. 

Keywords: Lung Nodule classification, Computed Tomography (CT), UNet, Adaptive Neuro Fuzzy 

Inference System (ANFIS), LIDC. 

1. INTRODUCTION: 

Lung cancer is currently one of the most common causes of 

death worldwide, with low rates of survival in developing as 

well as developed countries. According to recent statistics, 

the survival rate of 5-year is only 16%.It has been estimated 

that 12 million deaths occur annually related to cancer, of 

which lung cancer has the major share (Liu et al.,2017). 

However, the survival rates of lung cancer patients can be 

improved, if nodules are detected early enough. 

Lung nodules are unusual growths in tissues that could 

denote lung cancer. They are normally round in shape with 

diameters up to 30 mm. The lung nodules are classified as 

solid and sub-solid nodules, irrespective of nodule positions. 

Solid nodules are the most common type of nodules, and they 

limit the functional characteristics of lung tissues. Sub-solid 

nodules possess higher thickness than the surrounding tissues 

and are not visible as they are hidden through 

bronchovascular structures (Jingjing et al., 2018). Hence, 

solid nodules are considered for type classification in this 

work. Solid type lung nodules are characterized as juxta-

pleural, juxta-vascular, well-circumscribed, pleural-tail and 

ground-glass nodules (Ashis et al., 2012). Well-

circumscribed nodules are independent and have no 

extensions into surrounding anatomical structures. Juxta-

vascular nodules are observed adjacent to blood vessels. 

Juxta-pleural nodules are close to adjacent pleural surfaces 

(Girshick et al., 2014). Pleural-tail nodules have tails that are 

adherent to the nodules but not to the pleural walls. Ground-

Glass Opacity (GGO) nodules are the nodules that have hazy 

lung areas of slightly increased attenuation without obscuring 

the bronchial and vascular regions. The accurate 

classification of lung nodule types will facilitate the precise 

diagnosis of lung cancer. 

To achieve effective lung nodule type classification, various 

approaches have been proposed (Cao et al., 2016;Kuruvilla et 

al., 2014;Song et al., 2017;May et al., 2020). These 

approaches have attained classification of lung nodule type 

using various segmentation and classification approaches. 

From the study, it is observed in many cases, that the 

boundary of the nodules is not clearly defined in the 

segmented images. If better segmentation is achieved, the 

accuracy of the classification of nodule type can be 

improved. For instance, the pleura boundary points of juxta-

pleural, pleural-tail nodules will appear in the list of pleura 

boundary points of nodules because of the connectivity of 

nodules with the pleura. Hence, the points situated on the 

pleura boundary need to be removed from the list of pleura 

boundary points of nodules obtained by tracking endpoints of 

the lung nodules. The proper boundary identification is 

essential for accurate classification of the lung nodule types. 
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Various image segmentation approaches have been employed 

for classification of lung nodule type such as Adaptive 

Border Matching (ABM) approach(Shimizu, et al., 2010), 

Rule Based Region Growing (RBRG) approach(Sousa et al., 

2010), Active Contour Method (ACM) (Lee et al., 2010), 

Adaptive Morphology-based Segmentation Technique 

(AMST) (Halder et al., 2020) and so on. Recently, deep 

learning approaches have been proposed for medical image 

segmentation. The UNet (Ronneberger et al., 2015; Niranjan 

et al., 2021) is used to capture the background region and 

obtain accurate localization to identify the ROI. This 

approach, implemented along with different convolutional 

layers, provides effective ROI segmentation of input images. 

This deep learning algorithm outperforms other machine 

learning based segmentation approaches as they possess 

specialized architectures and are capable of handling large 

size of input data and non-linear features. 

Various image classification approaches have been used for 

the classification of lung nodule type such as Ensemble 

classifier (EC) (Shimizu, et al., 2010), Linear Discriminant 

Analysis (LDA) (Sousa et al., 2010), Fuzzy C- Means 

Classifier (FCM) (Lee et al., 2010), Random Forest (RF) 

classifier (May et al., 2020), Parametric Mixture approach 

(PMM) (Bin et al., 2013), Support Vector Machine (Halder et 

al., 2020), TransUnet (Wang et al., 2022), Water Strider 

optimization Algorithm (WSA) (Saihood et al., 2022) and so 

on. ANFIS based classifiers (Krim et al., 2018, Zhixian et al., 

2014; Manickavasagam et al., 2019; Ricky et al., 2020; 

Manickavasagam et al., 2022) are employed to obtain better 

performance in various applications such as renewable 

energy system, biomedical signal processing, biomedical 

image classification and so on. This better performance is 

achieved by the ANFIS classifier by using rule based 

functions for prediction. ANFIS combines the merits of NN 

(Neural Network) and FIS (Fuzzy Inference System) to 

achieve better performance with hybrid learning mechanism. 

Improvements in performance measures such as sensitivity, 

accuracy, precision and specificity are always sought by 

researchers to make accurate predictions of lung cancer for 

better treatment options. In this work, a new integrated 

approach combining UNet for segmentation of lung region 

and ANFIS for classification of lung nodule type is proposed 

and this approach is found to yield better performance than 

other approaches itemised in the literature. 

The Introduction section 1 briefs on the related works and the 

need for this proposed approach for the classification of lung 

nodule type. In Section 2, the proposed approach is described 

in detail and Section 3 discusses experimental setup and 

implementation. In Section 4, the results obtained through 

simulation are discussed. Section 5 provides the conclusion 

of this work. 

2. DESCRIPTION OF PROPOSED METHOD 

The proposed approach is designed in such a way that the 

combination of deep learning and ANFIS achieves improved 

accuracy in the classification of lung nodule type. The block 

diagram of the proposed approach is shown in Figure 1. The 

lung CT gray scale images from the LIDC/IRDI database 

(Armato et al., 2011) are preprocessed to obtain images of 

512 x 512 size for segmentation. 

 

Fig. 1. Block diagram of the proposed integrated approach 

consisting of UNet and ANFIS. 

2.1 ROI Segmentation using UNet 

The UNet is a systematic U-shaped network based on 

convolutional neural network developed for the segmentation 

of biomedical images to identify the location and content of 

the selected region. The segmentation obtained using the 

UNet approach is found to be more accurate, leading to better 

classification. Hence, this is chosen for the segmentation of 

CT lung images.  

The primary path of UNet consists of max pooling layers 

along with convolution layers to extract the perception of the 

input image. The convolution operation is carried out on the 

input image to split it into small sizes. In convolution layers, 

the Rectified Linear Unit (ReLu) function (Shin et al., 2016; 

Krizhevsky et al., 2012) is used to achieve better 

segmentation. The max pooling operation reduces the size of 

the convolution layer output.  

In secondary path, transposed convolution operation is 

employed for up-sampling to obtain the output feature map. 

Then this output is concatenated with the feature map of the 

same level in the primary path. The UNet architecture used 

for the segmentation is shown in Figure 2. 

 

Fig. 2. Proposed UNet structure for segmentation. 

https://www.sciencedirect.com/science/article/abs/pii/S0960148118305275#!
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In the proposed structure, the primary path comprises of 4 

sections and each section consists of two convolution layers 

and one max pooling layer. The input image with a size of 

512 x 512is reduced to 22 x 22 at the end of primary path. 

The secondary path also contains 4 sections and each section 

involves one up-sampling layer and two convolution layers. 

The segmented output image size is increased at the end of 

secondary path to 292 x 292.The layer specifications of the 

proposed UNet architecture are given in Table 1. 

Table1. Layer Specifications of Proposed UNet 

architecture 

The training of UNet structure is explained below. The 

dataset images with corresponding pixel-level annotations 

(Ground truth) are used for training. The weights and biases 

that are associated with the convolutional layers are 

initialized. These parameters are modified during the 

training process to optimize the performance of the network 

for segmentation. The training set images are given to the 

UNet with a batch size of 80. For each batch, the predicted 

segmentation map is obtained using a forward pass. Then the 

loss between the ground truth and predicted segmentation 

map is obtained using the cross entropy loss function 

(Michael et al., 2022). The parameters of the convolution 

layer filters are updated using the stochastic gradient descent 

(SGD) algorithm through back propagation. This process is 

repeated for a number of iterations to minimize the loss to 

less than 0.01.  

2.2 Feature Extraction 

Feature extraction is the process of representing the 

characteristics of ROI regions to form the feature set, which 

is extracted from the segmented lung region of CT images. 

The features of the segmented lung region such as texture, 

statistical and shape features provide domain specific features 

in the spatial regions of the detected lung area. Since shape 

and texture features have potential orientation in terms of 

coordinates and are suitable for various lung CT image 

datasets, they are considered for classification. The statistical 

features of an image provide the maximum information about 

the spatial relationships. The Gray-level Co-occurrence 

Matrix (GLCM) (Haralick et al., 1973) approach is found to 

be an efficient approach, offering better spatial relation of the 

pixels for different orientations in order to represent the 

visual perceptions of the segmented lung region. Hence, the 

GLCM approach to feature extraction is used in this work. 

The details of texture, statistical and shape features are given 

in Table 2. 

Table 2. Details of Texture, Statistical and Shape Features 

used for classification 

Path Layer Input Kernel Output 

C
o

n
tr

ac
ti

n
g

 P
at

h
 

Convolution 512x512x1 3x3 510x510x16 

Convolution 510x510x16 3x3 508x508x16 

Max pooling 508x508x16 2x2 254x254x16 

Convolution 254x254x16 3x3 252x252x32 

Convolution 252x252x32 3x3 250x250x32 

Max pooling 250x250x32 2x2  125x125x32 

Convolution 125x125x32 3x3 123x123x64 

Convolution 123x123x64 3x3 121x121x64 

Max pooling 121x121x64 2x2  60x60x64 

Convolution 60x60x64 3x3 58x58x128 

Convolution 58x58x128 3x3 56x56x128 

Max pooling 56x56x128 2x2  28x28x128 

Bottle 

neck 

Convolution 28x28x128 3x3 26x26x256 

Convolution 26x26x256 3x3 24x24x256 

Convolution 24x24x256 3x3  22x22x256 

E
x

p
an

si
v

e 
P

at
h
 

Upsampling 22x22x256 2x2 44x44x128 

Convolution 44x44x128 3x3 42x42x128 

Convolution 42x42x128 3x3 40x40x128 

Upsampling 40x40x128 2x2 80x80x64 

Convolution 80x80x64 3x3 78x78x64 

Convolution 78x78x64 3x3  76x76x64 

Upsampling 76x76x64 2x2 152x152x32 

Convolution 152x152x32 3x3 150x150x32 

Convolution 150x150x32 3x3  148x148x32 

Upsampling 148x148x32 2x2 296x296x16 

Convolution 296x296x16 3x3 294x294x16 

Convolution 294x294x16 3x3  292x292x16 

Output  Convolution 292x292x16 1x1  292x292x16 

Sl. 

No 

Feature 

Type 
Features 

1 
Texture 

Features 

1. Homogeneity 

2. Autocorrelation 

3. Energy 

4. Entropy 

5. Contrast 

6. Maximal 

correlation 

coefficient 

7. Correlation 

8. Shade  

9. Prominence 

10. Maximum 

Probability 

11. Autocorrelation1 

12. Angular second 

moment 

13. Inverse Difference 

moment 

14. Inertia  

15. Sum Variance 

16. Difference 

Variance 

17. Inverse Difference 

18. Dissimilarity  

19. Sum Average 

20.  Information 

Measure of 

Correlation 

21. Sum Entropy 

22. Difference Entropy 

2 
Shape 

Features 

1. Perimeter 

2. Area 

3. Eccentricity 

4. Major Axis 

Length 

5. Extent 

6. Minor Axis Length 

7. Equivalent 

Diameter 

3 
Statistical 

Features 

1. Mean 

2. Variance 

3. Standard deviation 
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2.3 Classification using ANFIS  

The ANFIS classifier has fast convergence rate with 

automatic parameter tuning and produces smoothness in 

output compared to the conventional neural network 

classifier (Ricky et al., 2020). The proposed ANFIS structure 

(Jang et al., 1993) is constructed with 5 layers such as 

fuzzification, product, normalization, defuzzification and 

output layers. 32 features extracted from segmented ROI, 

provided in Table 2, are given as input to the ANFIS 

classifier. The proposed ANFIS structure is modified to 

include adjustable parameters ‘jk’ in layer 2 to improve 

classification accuracy. This is done to choose the 

contribution of the premise parameters of various inputs to 

reduce the classification error, which increases the 

classification accuracy. The representation of the sample 

ANFIS structure for 2 inputs used for the classification of 

lung nodule type is shown in Figure 3. For better 

understanding, only 2 inputs are considered for explaining 

the operations involved. However, the actual ANFIS 

structure used in this work has 32 inputs. 

 

Fig. 3. Representation of ANFIS structure for 2 inputs used 

for Lung Nodule type Classification. 

Layer 1: Everynode i in this layer has output
1

iO represented 

in Equation (1) and Equation (2): 

𝑂𝑖
1 = 𝜇𝐴𝑖(𝐴)    i=1,2   (1)  

𝑂𝑖
1 = 𝜇𝐵𝑖(𝐵)    i=3, 4   (2) 

where A, B are the input of node i; 𝐴𝑖 , 𝐵𝑖 are the linguistic 

label (Low, High) associated with the node function and 

𝜇𝐴𝑖 , 𝜇𝐵𝑖 are the bell shaped membership functions: 

𝜇𝐴𝑖 (𝐴) =
1

1+ (
𝐴 – 𝑐𝑖
𝑎𝑖

)
2𝑏𝑖

    (3)  

𝜇𝐵𝑖 (𝐴) =
1

1+ (
𝐵 – 𝑐𝑖
𝑎𝑖

)
2𝑏𝑖

    (4) 

Where{𝑎𝑖 ,  𝑏𝑖 ,  𝑐𝑖} is the premise parameter set used to vary 

the bell shaped function, where i=1,2for input A and i=3,4 for 

input B. 

Layer 2: Everynode in layer 2 multiplies (AND operation) 

the inputs with adjustable parameter ‘jk’ given as follows: 

w1 = μ𝐴1(A) ∗ μB1(B) ∗  j1   (5) 

w2 = μ𝐴1(A) ∗ μB2(B) ∗  j2   (6) 

w3 = μ𝐴2(A) ∗ μB1(B) ∗  j3   (7) 

w4 = μ𝐴2(A) ∗ μB2(B) ∗  j4   (8) 

Where, A and B are the inputs and ‘*’ denotes AND 

operation Where, μA1,μA2 , μB1 ,μB2 are bell shaped 

membership functions for A_Low, A_High, B_Low and 

B_High respectively. 

j1, j2, j3, j4 – adjustable parameters used to choose the 

contribution of premise parameters; 0 < j < 1, j1 + j2 =1 and  

j3 + j4 =1 

w1, w2, w3, w4– Outputs of layer 2 

The values ‘jk’ are set to achieve improved classification 

accuracy of nodule types. For every output class, the values 

of ‘jk’ are modified to reduce the error below 0.001. This 

procedure of varying the contribution of premise parameters 

improves the accuracy of classification.  

Layer 3: Normalized weights used for faster convergence to 

speed up learning are determined as shown in Equation (9): 

𝑤𝑖̅̅ ̅ =  
𝑤𝑖

∑ 𝑤𝑖
𝑁
𝑖=1

 𝑖 = 1, 2. . 𝑁; 𝑁 = 4   (9) 

where N – number of nodes in layer 3. 

Layer 4: The output of each node in this layer is determined 

using Equation (10): 

𝑂𝑖
4 = 𝑤𝑖̅̅ ̅𝑓𝑖 = 𝑤𝑖̅̅ ̅ (𝑝𝑖𝐴 + 𝑞𝑖𝐵 + 𝑟𝑖)   (10) 

where𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖  - consequent parameter set  

𝑓𝑖 −  function for linear combinations of consequent 

parameters, i=1,2,3,4 

Layer 5: The overall output is shown in Equation (11): 

𝑂1
5 = ∑ 𝑌𝑖 = ∑ 𝑤𝑖̅̅ ̅𝑓𝑖

𝑁
𝑖=1

𝑁
𝑖=1   (11) 

Where𝑣𝑖- Output of node i of layer 4 

The rules formedforthe2 input ANFIS structure are given 

below, 

If A_Low AND B_Low, then f1 = p1A + q1B + r1 

If A_Low AND B_High, then f2 = p2A + q2B + r2 

If A_High AND B_Low, then f3 = p3A + q3B + r3 

If A_High AND B_High, then f4 = p4A + q4B + r4 

The actual output is calculated using the relation (11). The 

target output is obtained from the annotations of the database. 

The input is applied to layer 1. Hybrid learning Algorithm is 

used for determining the premise parameters and consequent 

parameters. The hybrid training algorithm has two passes 



CONTROL ENGINEERING AND APPLIED INFORMATICS                                                                                                                35        

such as forward pass and backward pass. In forward pass, 

initial consequent parameters and premise parameters are 

assumed. The input Features pass through various layers to 

yield an output. This output is compared with the target 

output to obtain the error in layer 5. Then, in the backward 

pass, the error is propagantes backwards from the output to 

the input. In layer 4 using the least square approach, the 

consequent parameters are changed to decrease the error. In 

layer 1, using the gradient decent approach, the premise 

parameters are updated to decrease the error. This procedure 

is repeated till the error is reduced below 0.001. 

The error is calculated using Equation (12): 

E = (T − Y)2     (12) 

Where, T – Target Output and Y – Actual Output 

The minimization of error in nodes of layer 4 is attained 

using least square approach with following conditions. 

𝜕𝐸

𝜕𝑝𝑖
= 0;            

𝜕𝐸

𝜕𝑞𝑖
= 0;        

𝜕𝐸

𝜕𝑟𝑖
= 0; i=1,2,3,4 

where, 𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖are consequent parameters.  

The consequent parameters 𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖 are calculated using 

Equation (13): [See Appendix for the derivation] 

 

where, A1, A2, B1, B2 are inputs; 𝑇- Target output 

Now the problem is to identify the values of the premise 

parameters 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 of inputs. 

The premise parameters 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 (which control the 

Membership function) and the consequent parameters 𝑝𝑖 , 𝑞𝑖 
and 𝑟𝑖 (which control the output) are to be chosen to 

minimize the error. The error is to be minimized to achieve 

accurate classification. The values of premise parameters are 

chosen using Gradient Descent algorithm as shown in 

relation (14): 

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑜𝑓 𝐸𝑟𝑟𝑜𝑟 =  
𝜕𝐸

𝜕(𝐴,𝐵)
  (14) 

Where E – Error, A and B are inputs 

Using Gradient Descent algorithm, the premise parameter𝑎𝑖 
is updated using the relation: 

𝑎𝑖  (𝑛 + 1) = 𝑎𝑖(𝑛) −  𝜂
𝜕𝐸

𝜕𝑎𝑖
   (15) 

Where, 𝑎𝑖  (𝑛 + 1) - Updatedvalueof premise parameter ‘𝑎𝑖’ 

𝑎𝑖(𝑛)  - Present value of premise parameter ‘𝑎𝑖’                       

𝜂 – learning rate 

A - Input  

Premise parameters 𝑏𝑖 and 𝑐𝑖 of input A are updated (i=1,2) 

using similar relations as given in (15). Also the premise 

parameters 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 for input B (i=3,4) are updated. The 

output is calculated with updated premise parameters. These 

steps are repeated for the number of epochs to decrease the 

error to be less than 0.001. The learning outcomes of ANFIS 

training are premise parameters ai, bi and ci of node i (i =1,2, 

3,4) in layer 1 and consequent parameters pi,  qi and ri of 

node i  (i =1,2,3,4) in layer 4. Based on the experimentation, 

the learning rate considered for training is 0.8. Here, bell 

shaped membership function with two level linguistic 

variables is used for the implementation. 
 

3. IMPLEMENTATION 

The proposed approach is executed in Python 3.7.4. The 

implementation platform uses keras 2.1.3 with tensorflow as 

backend along with CPU acceleration. The simulations are 

done with three different ratios of training and testing sample 

sets such as 50 - 50, 60 - 40 and 70 -30 percentages to 

evaluate the performance of the proposed system. 

 

Fig. 4. (a) Sample Input CT images (b) Sample Segmented 

Output images from UNet. 

3.1 Dataset 

The lung CT images from the Lung Image Database 

Consortium (LIDC) (Armato et al., 2011) are used for 

validating the proposed approach. This database consists of 

1018 images of non-nodules and nodules with mínimum 

nodule Diameter of 3 mm along with its annotations. Among 

the 1018 images, 135 images do not have nodules and the 

remaining 883 images have 2669 nodules. Out of these 883 

images, 204 images have well-circumscribed nodules, 396 

images have juxta-vascular nodules, 129 images have juxta-

pleural nodules, 88 images have pleural-tail nodules and 66 

images have ground-glass opacity nodules. The experiments 

are conducted with various numbers of input images and 

epochs to analyze the performance of the proposed approach. 

The sample Segmented images along with input CT images 

are shown in Figure 4. 
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3.2 Performance Metrics 

The performance evaluation Metrics considered are 

sensitivity, accuracy, precision and specificity. Receiver 

Operating Characteristics (ROC), which is used to find the 

overall performance of the classifier, is plotted between False 

Positive Rate (FPR) and True Positive Rate (TPR). From this, 

Area under the ROC Curve (AUC) is calculated, which 

represents the cumulative Measure of performance for all 

posible classifications. 

4. RESULTS AND DISCUSSION 

This work incorporates an integration of UNet for ROI 

segmentation of the lung region and ANFIS classifier for 

classifying the lung nodule type based on the Feature values 

from the Segmented image.  

The Accuracy of the proposed approach for various training 

and testing ratios and epochs is shown in Figure 6. Figure 7 

shows the sensitivity of the proposed approach for various 

training and testing ratios and epochs. Figure 8 and Figure 9 

show the specificity and precision respectively of the 

proposed approach for various training and testing ratios and 

epochs. 

It is observed in Figures 5, 6, 7 and 8 that when the number 

of epochs is increased beyond 30, the improvements in 

various performance measures are not very significant. 

Hence, epoch 30 is chosen for further implementation. Also, 

it can be seen that reasonably good results are obtained for 

50% - 50% of the training and testing set. When the ratio of 

training and testing set is increased, the performance 

measures are increased as expected. 

 

Fig. 5. Accuracy vs Epoch for various training and testing set 

ratios. 

 

Fig. 6. Sensitivity vs Epoch for various training and testing 

set ratios. 

 

Fig. 7. Specificity vs Epoch for various training and testing 

set ratios. 

 

Fig. 8. Precision vs Epoch for various training and testing set 

ratios. 

The ROC curve denotes the performance of classification 

plotted between False Positive Rate (FPR) and True Positive 

Rate (TPR), where TPR is same as sensitivity and FPR is      

1 – specificity. The comparison of ROC curves of proposed 

approach for various testing and training set ratios is shown 

in Figure 9. The AUC value achieved for 70% - 30% training 

and testing set ratio is 0.978, which indicates the overall 

performance of the prediction for epoch 30. 

 

Fig. 9. ROC curves for various training and testing set ratios. 

Table 3 shows the computational time of proposed approach 

for various training and testing set ratios.  
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The proposed approach achieves the computation time of 

56.27 minutes for training and 42.56 seconds for testing for       

70% - 30% training testing set ratio for epoch 30. 

Table 3. Computation time for various training and 

testing set ratios 

 

The confusion matrix obtained for the 70 % – 30 % of 

training and testing sample set is given in Figure 10. It shows 

that very few images are wrongly classified by the proposed 

approach. 

 

Fig. 10. Confusion matrix for 70 - 30 training and testing set 

ratio. 

(Bin et al., 2013) proposed Fuzzy Integrated Active Contour 

Model with Support Vector Machine Classifier approach for 

pulmonary nodule classification. (Liu et al., 2018) proposed 

multi-scale CNN approach for the type classification of lung 

nodule. (Halder et al., 2020) proposed adaptive morphology-

based segmentation technique and Support Vector Machine 

for lung nodule segmentation and detection. (Wang et al., 

2022) proposed TransUNet based lung nodule classification. 

(Saihood et al., 2022) proposed fusión based lung nodule 

classification using Ostu and water Strider approaches. The 

proposed approach is compared with the approaches 

proposed by (Bin et al., 2013; Liu et al., 2018; Halder et al., 

2020; Wang et al., 2022; Saihood et al., 2022). The results 

are shown in Table 4. For all the approaches, 70% - 30% 

training and testing ratio is used. 

From the results shown in Table 4, it is seen that the 

proposed approach outperforms other approaches. The 

sensitivity, accuracy, precision, specificity and AUC of the 

proposed approach are 97.18 %, 98.87 %, 98.72%, 98.3% 

and 0.978 respectively which are better than other 

approaches. Also, our approach has considered all the images 

in the database LIDC/IDRI where as other approaches have 

considered slightly less number of images for their 

implementation. 

Table 4. Comparison of performance measures of the 

proposed approach with other approaches 

 

5. LIMITATION 

In the present work, the training and testing ratio of 70% - 

30% was used as in various other works. When we tested our 

results for the different training and testing ratios, we 

observed a degradation in accuracy. In the proposed ANFIS 

structure, adjustable parameters ‘jk’ were used to choose the 

contribution of premise parameters to improve classification 

accuracy. The values of ‘jk’ are chosen based on 

experimentation with a trial and error approach. To further 

improve accuracy of classification for all training and testing 

ratios, the values of ‘jk’ are to be chosen properly. In our 

work, two linguistic variables are used and hence two 

adjustable parameters for every input are chosen to improve 

the accuracy. If we choose three linguistic variables, three 

adjustable parameters can be used and hence there is a 

possibility for further improving the classification accuracy. 

Also, instead of trial and error the adjustable parameters can 

be chosen by employing a suitable optimization technique. 

6. CONCLUSION 

A novel approach, considering the UNet approach for 

segmentation and ANFIS for classification is proposed for 

the classification of lung nodule types from the LIDC-IDRI 

database. The proposed ANFIS structure is modified to 

include adjustable parameters ‘jk’ in layer 2 to improve 

classification accuracy. This is done to choose the 

contribution of the premise parameters of various inputs to 

reduce the classification error, which increases the 

classification accuracy. The experimental results show that 

the proposed approach performs better compared with other 

approaches. Sensitivity, accuracy, precision, specificity and 
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AUC of the proposed approach are 97.18 %, 98.87 %, 

98.72%, 98.3% and 0.978 respectively under epoch 30 for 

70% - 30% training and testing ratios. When tested for other 

training and testing ratios degradation was observed in the 

performance. A suitable optimization Technique may be 

employed to choose the adjustable parameters ‘jk’ effectively 

to improve the classification accuracy. Other image formats, 

such as MRI and PET-CT can be used for lung nodule type 

classification. Attempt could be made to use this approach for 

the classification of other cancer nodules. 
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APPENDIX 

The derivation of estimation of consequent 

parameters 𝑝𝑖 , 𝑞𝑖  𝑎𝑛𝑑 𝑟𝑖using least square method is shown 

here.  

The output of node 1 of layer 4 with respect to consequent 

parameters 𝑝1 , 𝑞1 𝑎𝑛𝑑 𝑟1 is, 

𝑌1 = (𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1)                                         (A.1) 

Where𝑝1, 𝑞1 𝑎𝑛𝑑 𝑟1 are consequent parameters of node 1. 

The Output of layer 5,    

𝑂1
5 = ∑ 𝑌𝑖

4
𝑖=1   (A.2) 

The error in layer 5 is estimated using the relation, 

𝐸 = (𝑇 − ∑ 𝑌𝑖
4
𝑖=1 )2  (A.3) 

𝐸 = [𝑇 − ∑ (𝑝𝑖𝐴𝑖 + 𝑞𝑖𝐵𝑖 + 𝑟𝑖) −  ∑ (𝑝𝑖𝐴𝑖 +
4
𝑖=3

2
𝑖=1

 𝑞𝑖𝐵𝑖−2 + 𝑟𝑖)]
2
(A.4) 

𝐸 = [𝑇 − {(𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1 + 𝑝2𝐴1 + 𝑞2𝐵2 + 𝑟2) + (𝑝3𝐴2 +
 𝑞3𝐵1 + 𝑟3 + 𝑝4𝐴2 + 𝑞4𝐵2 + 𝑟4)}]

2                                 (A.5) 

The goal is to find the values of pi, qi, ri  that minimize the 

error. 

To minimize the error with respect to p1, q1, r1,we have the 

following conditions 

𝜕𝐸

𝜕𝑝1
= 0;            

𝜕𝐸

𝜕𝑞1
= 0;                     

𝜕𝐸

𝜕𝑟1
= 0;  

𝜕𝐸

𝜕𝑝1
= 2{𝑇 − [(𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1 + 𝑝2𝐴1 + 𝑞2𝐵2 + 𝑟2) +

(𝑝3𝐴2 + 𝑞3𝐵1 + 𝑟3 + 𝑝4𝐴2 + 𝑞4𝐵2 + 𝑟4)]}(−𝐴1) = 0 (A.6) 

2𝐴1{−𝑇 + [(𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1 + 𝑝2𝐴1 + 𝑞2𝐵2 + 𝑟2) +
(𝑝3𝐴2 + 𝑞3𝐵1 + 𝑟3 + 𝑝4𝐴2 + 𝑞4𝐵2 + 𝑟4)]} = 0(A.7) 

{−𝑇 + [(𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1 + 𝑝2𝐴1 + 𝑞2𝐵2 + 𝑟2) +
(𝑝3𝐴2 + 𝑞3𝐵1 + 𝑟3 + 𝑝4𝐴2 + 𝑞4𝐵2 + 𝑟4)]} = 0(A.8) 

[(𝑝1𝐴1 + 𝑞1𝐵1 + 𝑟1 + 𝑝2𝐴1 + 𝑞2𝐵2 + 𝑟2) + (𝑝3𝐴2 + 𝑞3𝐵1 +
𝑟3 + 𝑝4𝐴2 + 𝑞4𝐵2 + 𝑟4)] = 𝑇 (A.9) 

Similarly, for the conditions 
𝜕𝐸

𝜕𝑝2
= 0,

𝜕𝐸

𝜕𝑝3
= 0,

𝜕𝐸

𝜕𝑝4
=

0,
𝜕𝐸

𝜕𝑞1
= 0,

𝜕𝐸

𝜕𝑞2
= 0,

𝜕𝐸

𝜕𝑞3
= 0,

𝜕𝐸

𝜕𝑝4
= 0,

𝜕𝐸

𝜕𝑟1
= 0,

𝜕𝐸

𝜕𝑟2
= 0,

𝜕𝐸

𝜕𝑟3
=

0,
𝜕𝐸

𝜕𝑟4
= 0, we obtain the relations similar to (A.9).   

These 12 equations are to be solved to obtain the consequent 

parameters. The simultaneous equations are written in matrix 

form. 

(

 
 
 
 
 
 
 
 
 
 

𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2

𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2

𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1

𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2

𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2

𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1
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𝐵2
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𝐵2

𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1
𝐵1
𝐵1
𝐵1
𝐵1

𝐵2
𝐵2
𝐵2
𝐵2

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1)
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𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2

𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2
𝐴2 𝐵1 𝐵2

𝐵1 𝐵2 1 1 1 1
𝐵1 𝐵2 1 1 1 1
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𝐴1 𝐴1 𝐴2
𝐴1 𝐴1 𝐴2
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